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Abstract

In this paper we propose a robust visual tracking method
by casting tracking as a sparse approximation problem in a
particle filter framework. In this framework, occlusion, cor-
ruption and other challenging issues are addressed seam-
lessly through a set of trivial templates. Specifically, to
find the tracking target at a new frame, each target candi-
date is sparsely represented in the space spanned by target
templates and trivial templates. The sparsity is achieved
by solving an `1-regularized least squares problem. Then
the candidate with the smallest projection error is taken as
the tracking target. After that, tracking is continued us-
ing a Bayesian state inference framework in which a par-
ticle filter is used for propagating sample distributions over
time. Two additional components further improve the ro-
bustness of our approach: 1) the nonnegativity constraints
that help filter out clutter that is similar to tracked targets
in reversed intensity patterns, and 2) a dynamic template
update scheme that keeps track of the most representative
templates throughout the tracking procedure. We test the
proposed approach on five challenging sequences involving
heavy occlusions, drastic illumination changes, and large
pose variations. The proposed approach shows excellent
performance in comparison with three previously proposed
trackers.

1. Introduction

Visual tracking is a critical task in many computer vision
applications such as surveillance, robotics, human com-
puter interaction, vehicle tracking, and medical imaging,
etc. The challenges in designing a robust visual tracking
algorithm are caused by the presence of noise, occlusion,
varying viewpoints, background clutter, and illumination
changes [32]. A variety of tracking algorithms have been
proposed to overcome these difficulties.

In this paper, we develop a robust visual tracking frame-

Figure 1. Templates used in our proposed approach (from the second test-
ing sequence, Fig. 5).

work by casting the tracking problem as finding a sparse
approximation in a template subspace. Motivated by the
work in [30], we propose handling occlusion using trivial
templates, such that each trivial template has only one non-
zero element (see Fig. 1). Then, during tracking, a target
candidate is represented as a linear combination of the tem-
plate set composed of both target templates (obtained from
previous frames) and trivial templates. The number of tar-
get templates are far fewer than the number of trivial tem-
plates. Intuitively, a good target candidate can be efficiently
represented by the target templates. This leads to a sparse
coefficient vector, since coefficients corresponding to trivial
templates (named trivial coefficients) tend to be zeros. In
the case of occlusion (and/or other unpleasant issues such
as noise corruption or background clutter), a limited num-
ber of trivial coefficients will be activated, but the whole
coefficient vector remains sparse. A bad target candidate,
on the contrary, often leads to a dense representation1(e.g.,
Fig. 3). The sparse representation is achieved through solv-
ing an `1-regularized least squares problem, which can be
done efficiently through convex optimization. Then the can-
didate with the smallest target template projection error is
chosen as the tracking result. After that, tracking is led by
the Bayesian state inference framework in which a particle
filter is used for propagating sample distributions over time.

Two additional components are included in our approach
to further improve robustness. First, we enforce nonnega-
tivity constraints to the sparse representation. These con-

1Candidates similar to trivial templates have sparse representations, but
they are easily filtered out for their large dissimilarities to target templates.
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straints are especially helpful to eliminate clutter that is
similar to target templates with reversed intensity patterns.
The constraints are implemented by including both positive
and negative trivial templates in the template set. Second,
we dynamically update the target template set to keep the
representative templates throughout the tracking procedure.
This is done by adjusting template weights by using the co-
efficients in the sparse representation. We tested the pro-
posed approach on five video sequences involving heavy
occlusion, large illumination and pose changes. The pro-
posed approach shows excellent performance in comparison
with three previously proposed trackers, including the Mean
Shift (MS) tracker [9], the covariance (CV) tracker [27], and
the appearance adaptive particle filter (AAPF) tracker [34].

The rest of the paper is organized as follows. In the next
section related works are summarized. After that, the parti-
cle filter algorithm is reviewed in §2. §3 details the tracking
algorithm using `1 minimization and our robust template
update scheme. Experimental results on both methods are
reported in §4. We conclude this paper in §5.

1.1. Related Work

Early works used the sum of squared difference (SSD) as
a cost function in the tracking problem [3]. A gradient de-
scent algorithm was most commonly used to find the min-
imum [16]. Subsequently, more robust similarity measures
have been applied and the mean-shift algorithm or other op-
timization techniques utilized to find the optimal solution
[9]. A mixture model of three components with an online
EM algorithm is proposed to model the appearance vari-
ation during tracking [20]. The graph-cut algorithm was
also used for tracking by computing an illumination invari-
ant optical flow field [14]. The Covariance tracker [27] was
proposed to successfully track nonrigid objects using a co-
variance based object description that fuses different types
of features and modalities.

Tracking can be considered as an estimation of the state
for a time series state space model. The problem is for-
mulated in probabilistic terms. Early works uses a Kalman
filter to provide solutions that are optimal for a linear Gaus-
sian model. The particle filter, also known as the sequential
Monte Carlo method [13], is one of the most popular ap-
proaches. It recursively constructs the posterior probability
density function of the state space using Monte Carlo inte-
gration. It has been developed in the computer vision com-
munity and applied to tracking problems under the name
Condensation [19]. In [34], an appearance-adaptive model
is incorporated in a particle filter to realize robust visual
tracking and classification algorithms. A hierarchical parti-
cle filter is used for multiple object tracking in [31].

Tracking can be considered as finding the minimum dis-
tance from the tracked object to the subspace represented
by the training data or previous tracking results [4, 17]. In

[28], the authors present a tracking method that incremen-
tally learns a low-dimensional subspace representation, ef-
ficiently adapting online to changes in the appearance of
the target. Tracking can also be considered as a classifi-
cation problem and a classifier is trained to distinguish the
object from the background [1, 7]. In [1], a feature vector
is constructed for every pixel in the reference image and
an adaptive ensemble of classifiers is trained to separate
pixels that belong to the object from pixels that belong to
the background. In [7], a confidence map is built by find-
ing the most discriminative RGB color combination in each
frame. A hybrid approach that combines a generative model
and a discriminative classifier is used to capture appearance
changes and allow reacquisition of an object after total oc-
clusion [33]. Other studies on robust visual tracking can be
found in [18, 35, 10, 29, 2], etc.

Our work is motivated by recent advances in sparse rep-
resentation [5, 12] and its application in computer vision.
The most relevant work is [30] where sparse representation
is applied for robust face recognition. Other applications
include background subtraction [6], media recovery [15],
texture segmentation [24], and lighting estimation [26], etc.

2. Particle Filter
The particle filter [13] is a Bayesian sequential impor-

tance sampling technique for estimating the posterior dis-
tribution of state variables characterizing a dynamic sys-
tem. It provides a convenient framework for estimating
and propagating the posterior probability density function
of state variables regardless of the underlying distribution.
It consists of essentially two steps: prediction and update.
Let xt denote the state variable describing the affine mo-
tion parameters of an object at time t. The predicting dis-
tribution of xt given all available observations z1:t−1 =
{z1, z2, · · · , zt−1} up to time t−1, denoted by p(xt|z1:t−1),
is recursively computed as

p(xt|z1:t−1) =
∫

p(xt|xt−1)p(xt−1|z1:t−1)dxt−1 (1)

At time t, the observation zt is available and the state vector
is updated using the Bayes rule

p(xt|z1:t) =
p(zt|xt)p(xt|z1:t−1)

p(zt|z1:t−1)
(2)

where p(zt|xt) denotes the observation likelihood.
In the particle filter, the posterior p(xt|z1:t) is approxi-

mated by a finite set of N samples {xi
t}i=1,··· ,N with im-

portance weights wi
t. The candidate samples xi

t are drawn
from an importance distribution q(xt|x1:t−1, z1:t) and the
weights of the samples are updated as

wi
t = wi

t−1

p(zt|xi
t)p(xi

t|xi
t−1)

q(xt|x1:t−1, z1:t)
(3)



The samples are resampled to generate a set of equally
weighted particles according to their importance weights
to avoid degeneracy. In the case of the bootstrap filter
q(xt|x1:t−1, z1:t) = p(xt|xt−1) and the weights become
the observation likelihood p(zt|xt).

In the tracking framework, we apply an affine image
warping to model the object motion of two consecutive
frames. The state variable xt is modeled by the six pa-
rameters of the affine transformation parameters xt =
(α1, α2, α3, α4, tx, ty), where {α1, α2, α3, α4} are the de-
formation parameters and (tx, ty) are the 2D translation pa-
rameters. By applying an affine transformation using xt as
parameters, we crop the region of interest zt from the image
and normalize it to be the same size as the target templates
in the gallery. We employ a Gaussian distribution to model
the state transition distribution p(xt|xt−1). We also assume
the six parameters of the affine transformation are indepen-
dent. The observation model p(zt|xt) reflects the similarity
between a target candidate and the target templates. In this
paper, p(zt|xt) is formulated from the error approximated
by the target templates using `1 minimization.

3. `1 Minimization Tracking
3.1. Sparse Representation of a Tracking Target

The global appearance of one object under different illu-
mination and viewpoint conditions is known to lie approx-
imately in a low dimensional subspace. Given target tem-
plate set T = [t1 . . . tn] ∈ Rd×n (d >> n), containing n
target templates such that each template ti ∈ Rd (we stack
template image columns to form a 1D vector), a tracking
result y ∈ Rd approximately lies in the linear span of T,

y ≈ Ta = a1t1 + a2t2 + · · ·+ antn , (4)

where a = (a1, a2, · · · , an)> ∈ Rn is called a target coef-
ficient vector.

In many visual tracking scenarios, target objects are of-
ten corrupted by noise or partially occluded. The occlusion
creates unpredictable errors. It may affect any part of the
image and appear at any size on the image. To incorporate
the effect of occlusion and noise, Equation 4 is rewritten as

y = Ta + ε , (5)

where ε is the error vector – a fraction of its entries are
nonzero. The nonzero entries of ε indicate the pixels in y
that are corrupted or occluded. The locations of corruption
can differ for different tracking images and are unknown to
the computer. Following the scheme in [30], we can use
trivial templates I = [i1, i2, ..., id] ∈ Rd×d to capture the
occlusion as

y =
[
T, I

] [
a
e

]
, (6)

Figure 2. Left: target template. Middle: tracking result without non-
negativity constraint. Right: tracking result with non-negativity constraint.

where a trivial template ii ∈ Rd is a vector with only
one nonzero entry (i.e. I is an identity matrix), and e =
(e1, e2, · · · , ed)> ∈ Rd is called a trivial coefficient vector.

3.2. Nonnegativity Constraints

In principle, the coefficients in a can be any real num-
bers if the target templates are taken without restrictions.
However, we argue that in tracking, a tracking target can al-
most always represented by the target templates dominated
by nonnegative coefficients. Here by “dominated” we mean
that the templates that are most similar to the tracking target
are positively related to the target. This is true when we start
tracking from the second frame (the target is selected in the
first frame manually or by a detection method), the target in
the second frame will look more like the target in the first
frame such that the coefficient is positive when the target in
the first frame is used to approximate the target in the sec-
ond frame. In new frames the appearance of targets may
change, but new templates will be brought in (may replace
old templates) and the coefficients will still be positive for
the most similar target templates in the following frames.

Another important argument for including nonnegative
coefficients comes from their ability to filter out clutter that
is similar to target templates at reversed intensity patterns,
which often happens when shadows are involved. We give
an example in Fig. 2. In Fig. 2, the left image shows the
first frame in which the target template is created as in the
bounding box. The middle image shows the tracking result
without nonnegativity constraints, where the tracking result
is way off the correct location. By checking the coefficients
in a, we found that the failure is because the intensity pat-
tern in the tracking result (dark in top and light in bottom)
is roughly reversed compared to the target template (dark
in bottom and light in top). This problem can be avoided
by enforcing the nonnegativity constraints, as shown in the
right image.

Enforcing nonnegativity constraints on the target coeffi-
cient vector a is straightforward. However, it is unreason-
able to put such constraints directly on the trivial coefficient
vector e. For this reason, we propose extending the trivial
templates by including negative trivial templates as well.
Consequently, model (6) is now written as

y =
[
T, I, −I

]



a
e+

e−


 =̂Bc , s.t. c ≥ 0 , (7)
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Figure 3. Top left: good and bad target candidates. Bottom left: Ten
templates in the template set. They are the enlarged version of the tem-
plates shown on the bottom left corner of the top image. Top right: good
target candidate approximated by template set. Bottom right: bad target
candidate approximated by template set.

where e+ ∈ Rd, e− ∈ Rd are called a positive trivial coeffi-
cient vector and a negative trivial coefficient vector respec-
tively, B = [T, I,−I] ∈ Rd×(n+2d), and c> = [a, e+, e−] ∈
Rn+2d is a non-negative coefficient vector. Example tem-
plates are illustrated in Fig. 1.

3.3. Achieving Sparseness through `1 Minimization

The system in (7) is underdetermined and does not have
a unique solution for c. The error caused by occlusion
and noise typically corrupts a fraction of the image pixels.
Therefore, for a good target candidate, there are only a lim-
ited number of nonzero coefficients in e+ and e− that ac-
count for the noise and partial occlusion. Consequently, we
want to have a sparse solution to (7). We exploit the com-
pressibility in the transform domain by solving the problem
as an `1-regularized least squares problem, which is known
to typically yield sparse solutions [30]

min ||Bc− y||22 + λ||c||1 , (8)

where ||.||1 and ||.||2 denote the `1 and `2 norms respec-
tively.

Fig. 3 shows the coefficients approximated by the tem-
plate set for the good and bad target candidates. The good
and bad target candidates are shown in the red and blue
bounding boxes on the top left image. The 10 target tem-
plates with size of 12 × 15 are shown on the left corner,
while the enlarged version is shown on the bottom left im-
age. The images on the right show the good and bad target
candidate approximated by the template set, respectively.
The first 10 coefficients correspond to the 10 target tem-
plates used in the tracking and the rest 360 coefficients cor-
respond to the trivial templates. In the top right image, the
seventh coefficient is relatively large comparing to the rest
coefficients. Thus the seventh target template represents the
good candidate well and the trivial templates have a small
factor in approximating the good candidate. While in the
bottom right image, the coefficients are densely populated
and trivial templates account for most of the approximation
for bad candidate in the left image.

Our implementation solves the `1-regularized least
squares problem via an interior-point method based on [22].

Algorithm 1 Template Update
1: y is the newly chosen tracking target.
2: a is the solution to (8).
3: w is current weights, such that wi ← ||ti||2.
4: τ is a predefined threshold.
5: Update weights according to the coefficients of the tar-

get templates. wi ← wi ∗ exp(ai).
6: if ( sim(y, tm) < τ ), where sim is a similarity func-

tion. It can be the angle between two vectors or SSD
between two vectors after normalization. tm has the
largest coefficient am, that is, m = arg max1≤i≤n ai

then
7: i0 ← arg min1≤i≤n wi

8: ti0 ← y, /*replace an old template*/.
9: wi0 ← median(w), /*replace an old weight*/.

10: end if
11: Normalize w such that sum(w) = 1.
12: Adjust w such that max(w) = 0.3 to prevent skewing.
13: Normalize ti such that ||ti||2 = wi.

The method uses the preconditioned conjugate gradients
(PCG) algorithm to compute the search direction and the
run time is determined by the product of the total number of
PCG steps required over all iterations and the cost of a PCG
step. We use the code from [11] for the minimization task.

We then find the tracking result by finding the small-
est residual after projecting on the target template subspace,
i.e., ||y − Ta||2. Therefore, the tracking result is the sam-
ple of states that obtains the largest probability, that is, the
smallest error.

3.4. Template Update

Template tracking was suggested in the computer vision
literature in [23], dating back to 1981. The object is tracked
through the video by extracting a template from the first
frame and finding the object of interest in successive frames.
A fixed appearance template is not sufficient to handle re-
cent changes in the video, while a rapidly changing model
is susceptible to drift. Approaches have been proposed to
overcome the drift problem [25, 21] in different ways.

Intuitively, object appearance remains the same only for
a certain period of time, but eventually the template is no
longer an accurate model of the object appearance. If we
do not update the template, the template cannot capture the
appearance variations due to illumination or pose changes.
If we update the template too often, small errors are intro-
duced each time the template is updated. The errors are ac-
cumulated and the tracker drifts from the target. We tackle
this problem by dynamically updating the target template
set T.

One important feature for `1 minimization is that it fa-
vors the template with larger norm because of the regular-



ization part ||c||1. The larger norm of ti is, the smaller coef-
ficient ai is needed in the approximation ||y−Bc||2. We ex-
ploit the characteristic by introducing a weight wi = ||ti||2
associated with each template ti. Intuitively, the larger the
weight is, the more important the template is. At initial-
ization, the first target template is manually selected from
the first frame and applied zero-mean-unit-norm normaliza-
tion. The rest target templates are created by perturbating
one pixel in four possible directions at the corner points of
the first template in the first frame. Thus we create all the
target templates (10 for our experiments) at the first frame.
The target template set T is then updated with respect to the
coefficients of the tracking result.

The updating in our approach includes three operations:
template replacement, template updating, and weight up-
dating. If the tracking result y is not similar to the current
template set T, it will replace the least important template
in T and be initialized to have the median weight of the
current templates. The weight of each template increases
when the appearance of the tracking result and template is
close enough and decreases otherwise. The template update
scheme is summarized in Algorithm 1.

4. Experiments
In order to evaluate the performance of the proposed

tracking framework, five videos are used in the experiments.
The first two videos consist of 8-bit gray scale images while
the last three are composed of 24-bit color images. In our
experiments, we compare the tracking results of our pro-
posed method with those of state-of-the-art standard Mean
Shift (MS) tracker [9], covariance (CV) tracker [27], and
appearance adaptive particle filter (AAPF) tracker [34].

The first test sequence is an infrared (IR) image sequence
from VIVID benchmark dataset [8] PkTest02. Some sam-
ples of the final tracking results are demonstrated in Fig.
4, where rows 1, 2, 3, and 4 are for our proposed tracker,
MS tracker, CV tracker, and AAPF tracker, respectively,
in which six representative frames of the video sequences
are shown. The frame indexes are 1117, 1157, 1173, 1254,
1273, 1386. The target-to-background contrast is very low
and the noise level is high for these IR frames. From Fig.
4, we see that our tracker is capable of tracking the object
all the time even with severe occlusions by the trees on the
roadside. In comparison, MS tracker locks onto the car be-
hind the target. It keeps tracking it in the rest of the se-
quences and is unable to recover it. CV tracker fails to track
the target in the fourth index frame similar to MS tracker,
but it is able to recover the failure and track the target prop-
erly from the fifth index frame. In comparison, our pro-
posed method avoids this problem and is effective under low
contrast and noisy situation. AAPF achieves similar results
to our method.

The second test sequence is obtained from

http://www.cs.toronto.edu/˜dross/ivt/. The vehicle un-
dergoes drastic illumination changes as it passes beneath a
bridge and under trees. Some samples of the final tracking
results are demonstrated in Fig. 5, where rows 1, 2, 3, and
4 are for our proposed tracker, MS tracker, CV tracker,
and AAPF tracker, respectively. The frame indexes are
181, 196, 233, 280, 308, 315. MS tracker loses the target
very quickly and goes out of range from the fourth frame.
CV tracker loses the target quickly and gets stuck on the
background. Our tracker and AAPF are able to track the
target well even though the illumination changes.

The third test sequence is obtained from
http://groups.inf.ed.ac.uk/vision/CAVIAR/CAVIARDATA1/.
In this video, the background color is similar to the color of
the woman’s trousers, and the man’s shirt and pants have a
similar color to the woman’s coat. In addition, the woman
undergoes partial occlusion. Some tracking result frames
are given in Fig. 6. The frame indexes are 137, 183, 207,
225, 245, 271. It can be observed that the other trackers
except our method start tracking the man when the woman
is partially occluded at frame 207. Compared with other
trackers, our tracker is more robust to the occlusion, which
makes the target model not easily degraded by the outliers.

The fourth test sequence is obtained from
http://vision.stanford.edu/˜birch/headtracker/seq/. We
show some samples of the tracking results for the trackers
in Fig. 7. The six representative frame indexes are 422,
436, 448, 459, 466, and 474. The man’s face is passing in
front of the woman’s face. Again, our method obtains good
tracking results. The same for the MS and CV tracker.
The AAPF tracker drifts apart when the severe occlusion
happens in second frame.

The fifth test sequence is an airborne car video. The car
is running on a curved road and passing beneath the trees.
It undergoes heavy occlusions and large pose changes. We
show some samples of the tracking results for the trackers in
Fig. 8. The six representative frames indexes are 215, 331,
348, 375, 393, and 421. MS tracker loses the target very
quickly and goes out of range in the sixth frame. Although
CV and AAPF can track the target, they do not locate the
target well. Our tracker tracks the target very well through-
out the whole sequence.

5. Conclusion

In this paper we propose using a sparse representation for
robust visual tracking. We model tracking as a sparse ap-
proximation problem and solve it through an `1-regularized
least squares approach. For further robustness, we introduce
nonnegativity constraints and dynamic template updating in
our approach. In thorough experiments involving five chal-
lenging sequences and three other state-of-the-art trackers,
our approach demonstrates very promising performance.



Figure 4. The tracking results of the first sequence: our proposed tracker (row 1), MS (row 2), CV (row 3), and AAPF (row 4) over
representative frames with severe occlusion.

Figure 5. The tracking results of the second sequence: our proposed tracker (row 1), MS (row 2), CV (row 3), and AAPF (row 4) over
representative frames with drastic illumination changes.
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