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Abstract. Contrastive language-image pretraining has shown great suc-
cess in learning visual-textual joint representation from web-scale data,
demonstrating remarkable “zero-shot” generalization ability for various
image tasks. However, how to effectively expand such new language-
image pretraining methods to video domains is still an open problem.
In this work, we present a simple yet effective approach that adapts the
pretrained language-image models to video recognition directly, instead
of pretraining a new model from scratch. More concretely, to capture
the long-range dependencies of frames along the temporal dimension,
we propose a cross-frame attention mechanism that explicitly exchanges
information across frames. Such module is lightweight and can be plugged
into pretrained language-image models seamlessly. Moreover, we propose
a video-specific prompting scheme, which leverages video content informa-
tion for generating discriminative textual prompts. Extensive experiments
demonstrate that our approach is effective and can be generalized to
different video recognition scenarios. In particular, under fully-supervised
settings, our approach achieves a top-1 accuracy of 87.1% on Kinectics-
400, while using 12× fewer FLOPs compared with Swin-L and ViViT-H.
In zero-shot experiments, our approach surpasses the current state-of-
the-art methods by +7.6% and +14.9% in terms of top-1 accuracy under
two popular protocols. In few-shot scenarios, our approach outperforms
previous best methods by +32.1% and +23.1% when the labeled data is
extremely limited. Code and models are available at here.

Keywords: Video Recognition, Contrastive Language-Image Pretraining

1 Introduction

Video recognition is one of the most fundamental yet challenging tasks in video
understanding. It plays a vital role in numerous vision applications, such as micro-
video recommendation [62], sports video analysis [40], autonomous driving [18],
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Fig. 1: Comparison with state-of-the-art methods on Kinetics-400 [22] in terms
of throughput, the number of views, and FLOPs. Best viewed in color.

and so on. Over the past few years, based upon convolutional neural networks
and now transformers, video recognition has achieved remarkable progress [62,21].
Most existing works follow a closed-set learning setting, where all the categories
are pre-defined. Such method is unrealistic for many real-world applications,
such as automatic tagging of web videos, where information regarding new video
categories is not available during training. It is thus very challenging for closed-set
methods to train a classifier for recognizing unseen or unfamiliar categories.

Fortunately, recent work in large-scale contrastive language-image pretraining,
such as CLIP [36], ALIGN [19], and Florence [54], has shown great potentials
in addressing this challenge. The core idea is to learn visual or visual-language
representation with natural language supervision using web-scale image-text data.
After pretraining, natural language is used to reference learned visual concepts
(or describe new ones), thus enabling zero/few-shot transfer of the models to
downstream tasks. Inspired by these works [36,19,54], we consider to use text as
the supervision signals to learn a new video representation for general recognition
scenarios, including zero-shot, few-shot, and fully-supervised.

However, directly training a language-video model is unaffordable for many
of us, because it requires large-scale video-text pretraining data as well as a
massive number of GPU resources (e.g., thousands of GPU days). A feasible
solution is to adapt the pretrained language-image models to video domain. Very
recently, there are several studies exploring how to transfer the knowledge from
the pretrained language-image models to other downstream tasks, e.g., point
cloud understanding [58] and dense prediction [37,59]. However, the transfer
and adaptation to video recognition is not well explored. When adapting the
pretrained cross-modality models from image to video domain, there are two key
issues to be solved: 1) how to leverage the temporal information contained in
videos, and 2) how to acquire discriminative text representation for a video.

For the first question, we present a new architecture for video temporal
modeling. It consists of two key components: a cross-frame communication
transformer and a multi-frame integration transformer. Specifically, the cross-
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frame communication transformer takes raw frames as input and provides a frame-
level representation using a pretrained language-image model, while allowing
information exchange between frames with message tokens. Each message token
not only depicts the semantics of the current frame, but also communicates
with other frames to model their dependencies. The multi-frame integration
transformer then simply transfer the frame-level representations to video-level.

For the second question, we employ the text encoder pretrained in the language-
image models and expand it with a video-specific prompting scheme. The key idea
is to leverage video content information to enhance text prompting. The intuition
behind is that appropriate contextual information can help the recognition. For
example, if there is extra video content information about “in the water”, the
actions “swimming” and “running” will be much easier to be distinguished. In
contrast to prior work manually designing a fixed set of text prompts, this work
proposes a learnable prompting mechanism, which integrates both semantic labels
and representation of videos for automatic prompt generation.

With the above two issues addressed, we can smoothly adapt the existing
image-level cross-modality pretrained models to video domains. Without loss of
generality, here we choose the available CLIP [36] and Florence [54] models and
eXpand them for general video recognition, forming new model families called X-
CLIP and X-Florence, respectively. Comprehensive experiments demonstrate our
expanded models are generally effective. In particular, under the fully-supervised
setting, X-CLIP-L/14 achieves competitive performance on Kinetics-400/600
with a top-1 accuracy of 87.1%/88.3%, surpassing ViViT-H [3] by 2.3%/2.5%
while using 12× fewer FLOPs, as shown in Fig. 1. In zero-shot experiments,
X-Florence surpasses the state-of-the-art ActionCLIP [48] by +7.6% and +14.9%
under two popular protocols. In few-shot experiments, X-CLIP outperforms other
prevailing methods by +32.1% and +23.1% when the data is extremely limited.

In summary, our contributions are three-fold:

– We propose a new cross-frame communication attention for video temporal
modeling. This module is light and efficient, and can be seamlessly plugged
into existing language-image pretrained models, without undermining their
original parameters and performance.

– We design a video-specific prompting technique to yield instance-level tex-
tual representation automatically. It leverages video content information to
enhance the textual prompt generation.

– Our work might pave a new way of expanding existing large-scale language-
image pretrained models for general video recognition and other potential
video tasks. Extensive experiments demonstrate the superiority and good
generalization ability of our method under various learning configurations.

2 Related Work

Visual-language Pretraining. Visual-language pretraining has achieved re-
markable progress over the past few years [43,42,31,61]. In particular, contrastive
language-image pretraining demonstrates very impressive “zero-shot” transfer
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and generalization capacities [36,19,54]. One of the most representative works is
the recent CLIP [36]. A large amount of follow-up works have been proposed to
leverage the pretrained models for downstream tasks. For example, CoOp [60],
CLIP-Adapter [15] and Tip-Adapter [57] use the pretrained CLIP for improv-
ing the few-shot transfer, while PointCLIP [58] and DenseCLIP [37,59] transfer
the knowledge to point cloud understanding and dense prediction, respectively.
VideoCLIP [51] extends the image-level pretraining to video by substituting the
image-text data with video-text pairs [31]. However, such video-text pretraining
is computationally expensive and requires a large amount of curated video-text
data which is not easy to acquire. In contrast, our method directly adapts the
existing pretrained model to video recognition, largely saving the training cost.

There are two concurrent works mostly related to ours. One is ActionCLIP
[48], while the other is [20]. Both of them introduce visual-language pretrained
models to video understanding. ActionCLIP proposes a “pretrain, prompt and
finetune” framework for action recognition, while [20] proposes to optimize a
few random vectors for adapting CLIP to various video understanding tasks. In
contrast, our method is more general. It supports adapting various language-
image models, such as CLIP and Florence [54], from image to video. Moreover,
we propose a lightweight and efficient cross-frame attention module for video
temporal modeling, while presenting a new video-specific text prompting scheme.

Video Recognition. One key factor to build a robust video recognition model
is to exploit the temporal information. Among many methods, 3D convolution
is widely used [44,45,35,50], while it suffers from high computational cost. For
efficiency purposes, some studies [45,35,50] factorize convolutions across spatial
and temporal dimensions, while others insert the specific temporal modules into
2D CNNs [27,25,30]. Nevertheless, the limited receptive field of CNNs gives the
rise of transformer-based methods [3,5,29,11,53], which achieve very promising
performance recently. However, these transformer-based methods are either
computationally intensive or insufficient in exploiting the temporal information.
For example, ViViT [3] disregards the temporal information in the early stage.
Video Swin [29] utilizes 3D attention while having high computational cost.

The temporal modeling scheme in our method shares a similar spirit with
the recent proposed video transformers, i.e., VTN [32], ViViT [3], and AVT
[17]. They all use a frame-level encoder followed by a temporal encoder, but our
method has two fundamental differences. 1) In [32,3,17], each frame is encoded
separately, resulting in no temporal interaction before final aggregation. This late
fusion strategy does not fully make use of the temporal cues. By contrast, our
method replaces the spatial attention with the proposed cross-frame attention,
which allows global spatio-temporal modeling for all frames. 2) Similar to previous
works [29,11,12,5], both ViViT [3] and VTN [32] adopt a dense temporal sampling
strategy and ensemble the predictions of multiple views at inference, which is
time-consuming. On the contrary, we empirically analyze different sampling
methods for late fusion, and demonstrate that a sparse sampling is good enough,
achieving better performance with fewer FLOPs than the dense strategy, as
verified in Sec. 4.5 (Analysis).
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Fig. 2: An overview of our framework. The details are elaborated in Sec. 3.1.

3 Approach

In this section, we present our proposed framework in detail. First, we briefly
overview our video-text framework in Sec. 3.1. Then, we depict the architecture
of the video encoder, especially for the proposed cross-frame attention in Sec. 3.2.
Finally, we introduce a video-specific prompting scheme in Sec. 3.3.

3.1 Overview

Most prior works in video recognition learn discriminative feature embeddings
supervised by a one-hot label [3,5,12,47]. While in this work, inspired by the
recent contrastive language-image pretraining [36,19,54], we propose to use text as
the supervision, since the text provides more semantic information. As shown in
Fig. 2, our method learns to align the video representation and its corresponding
text representation by jointly training a video encoder and a text encoder.
Rather than pretraining a new video-text model from scratch, our method is
built upon prior language-image models and expands them with video temporal
modeling and video-adaptive textual prompts. Such a strategy allows us to fully
take advantage of existing large-scale pretrained models while transferring their
powerful generalizability from image to video in a seamless fashion.

Formally, given a video clip V ∈ V and a text description C ∈ C, where V is
a set of videos and C is a collection of category names, we feed the video V into
the video encoder fθv and the text C into the text encoder fθc to obtain a video
representation v and a text representation c respectively, where

v = fθv (V ), c = fθc(C). (1)

Then, a video-specific prompt generator fθp is employed to yield instance-level
textual representation for each video. It takes the video representation v and
text representation c as inputs, formulated as

ĉ = fθp(c,v). (2)
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Fig. 3: (a) Cross-frame Attention. (b) compares different space-time attention
mechanisms used in existing video transformer backbones [3,5,29].

Finally, a cosine similarity function sim(v, ĉ) is utilized to compute the similarity
between the visual and textual representations:

sim(v, ĉ) = ⟨v, ĉ⟩/
(
∥v∥ ∥ĉ∥

)
. (3)

The goal of our method is to maximize the sim(v, ĉ) if V and C are matched
and otherwise minimize it.

3.2 Video Encoder

Our proposed video encoder is composed of two cascaded vision transformers: a
cross-frame communication transformer and a multi-frame integration transformer.
The cross-frame transformer takes raw frames as input and provides a frame-
level representation using a pretrained language-image model, while allowing
information exchange between frames. The multi-frame integration transformer
then simply integrates the frame-level representations and outputs video features.

Specifically, given a video clip V ∈ RT×H×W×3 of T sampled frames with
H and W denote the spatial resolution, following ViT [10], the t-th frame is

divided into N non-overlapping patches {xt,i}Ni=1 ∈ RP 2×3 with each of size
P ×P pixels, where t ∈ {1, · · · , T} denotes the temporal index, and N=HW/P 2.
The patches {xt,i}Ni=1 are then embedded into patch embeddings using a linear

projection E ∈ R3P 2×D. After that, we prepend a learnable embedding xclass to
the sequence of embedded patches, called [class] token. Its state at the output
of the encoder serves as the frame representation. The input of the cross-frame
communication transformer at the frame t is denoted as:

z
(0)
t = [xclass,Ext,1,Ext,2, · · · ,Ext,N ] + espa, (4)

where espa represents the spatial position encoding.
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Then we feed the patch embeddings into an Lc-layer Cross-frame Communi-
cation Transformer (CCT) to obtain the frame-level representation ht:

z
(l)
t = CCT(l)(z

(l−1)
t ), l = 1, · · · , Lc

ht = z
(Lc)
t,0 ,

(5)

where l denotes the block index in CCT, z
(Lc)
t,0 represents the final output of the

[class] token. CCT is built-up with the proposed cross-frame attention, as will
be elaborated later.

At last, the Lm-layer Multi-frame Integration Transformer (MIT) takes all
frame representation H = [h1,h2, · · · ,hT ] as input and outputs the video-level
representation v as following:

v = AvgPool(MIT(H+ etemp)), (6)

where AvgPool and etemp denote the average pooling and temporal position
encoding, respectively. We use standard learnable absolute position embeddings
[46] for espa and etemp. The multi-frame integration transformer is constructed
by the standard multi-head self-attention and feed-forward networks [46].

Cross-frame Attention. To enable a cross-frame information exchange, we
propose a new attention module. It consists of two types of attentions, i.e.,
cross-frame fusion attention (CFA) and intra-frame diffusion attention (IFA),
with a feed-forward network (FFN). We introduce a message token mechanism
for each frame to abstract, send and receive information, thus enabling visual
information to exchange across frames, as shown in Fig. 3(a). In detail, the

message token m
(l)
t for the t-th frame at the l-th layer is obtained by employing

a linear transformation on the [class] token z
(l−1)
t,0 . This allows message tokens

to abstract the visual information of the current frame.
Then, the cross-frame fusion attention (CFA) involves all message tokens to

learn the global spatio-temporal dependencies of the input video. Mathematically,
this process at l-th block can be expressed as:

M̂(l) = M(l) +CFA(LN(M
(l)
)), (7)

where M̂(l) = [m̂
(l)
1 , m̂

(l)
2 , · · · , m̂(l)

T ] and LN indicates layer normalization [4].
Next, the intra-frame diffusion (IFA) takes the frame tokens with the associ-

ated message token to learn visual representation, while the involved message
token could also diffuse global spatio-temporal dependencies for learning. Mathe-
matically, this process at l-th block can be formulated as:

[ẑ
(l)
t , m̄

(l)
t ] = [z

(l−1)
t , m̂

(l)
t ] + IFA(LN([z

(l−1)
t , m̂

(l)
t ])), (8)

where [·, ·] concatenates the features of frame tokens and message tokens.
Finally, the feed-forward network(FFN) performs on the frame tokens as:

z
(l)
t = ẑ

(l)
t + FFN(LN(ẑ

(l)
t )). (9)
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Note that the message token is dropped before the FFN layer and does not
pass through the next block, since it is generated online and used for frames
communication within each block. Alternating the fusion and diffusion attentions
through Lc blocks, the cross-frame communication transformer (CCT) can encode
the global spatial and temporal information of video frames. Compared to other
space-time attention mechanisms [3,5,29], as presented in Fig. 3(b), our proposed
cross-frame attention models the global spatio-temporal information while greatly
reducing the computational cost.

Initialization. When adapting the pretrained image encoder to the video en-
coder, there are two key modifications. 1) The intra-frame diffusion attention (IFA)
inherits the weights directly from the pretrained models, while the cross-frame
fusion attention (CFA) is randomly initialized. 2) The multi-frame integration
transformer is appended to the pretrained models with random initialization.

3.3 Text Encoder

We employ the pretrained text encoder and expand it with a video-specific
prompting scheme. The key idea is to use video content to enhance the text
representation. Given a description C about a video, the text representation c
is obtained by the text encoder, where c = fθc(C). For video recognition, how
to generate a good text description C for each video is a challenging problem.
Previous work, such as CLIP [36], usually defines textual prompts manually,
such as “A photo of a {label}”. However, in this work, we empirically show
that such manually-designed prompts do not improve the performance for video
recognition (as presented in Tab. 9). In contrast, we just use the “{label}” as
the text description C and then propose a learnable text prompting scheme.

Video-specific prompting. When understanding an image or a video, human
can instinctively seek helps from discriminative visual cues. For example, the
extra video semantic information of “in the water” will make it easier to
distinguish “swimming” from “running”. However, it is difficult to acquire such
visual semantics in video recognition tasks, because 1) the datasets only provide
the category names, such as “swimming” and “running”, which are pre-defined
and fixed; and 2) the videos in the same class share the identical category
name, but their visual context and content are different. To address these issues,
we propose a learnable prompting scheme to generate textual representation
automatically. Concretely, we design a video-specific prompting module, which
takes the video content representation z̄ and text representation c as inputs. Each
block in the video-specific prompting module is consisting of a multi-head self-
attention (MHSA) [46] followed by a feed-forward network to learn the prompts,

c̄ = c+MHSA(c, z̄) and c̃ = c̄+ FFN(c̄), (10)

where c is the text embedding, z̄ ∈ RN×d is the average of {z(Lc)
t }Tt=1 along the

temporal dimension, and c̃ is the video-specific prompts. We use text representa-
tion c as query and the video content representation z̄ as key and value. This
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Table 1: Comparison with state-of-the-art on Kinetics-400. We report the FLOPs
and throughput per view. ∗ indicates video-text pretraining.

Method Pretrain Frames Top-1 Top-5 Views FLOPs(G) Throughput

Methods with random initialization
MViTv1-B, 64×3 [11] - 64 81.2 95.1 3 × 3 455 7

Methods with ImageNet pretraining
Uniformer-B [24] IN-1k 32 83.0 95.4 4 × 3 259 -
TimeSformer-L [5] IN-21k 96 80.7 94.7 1 × 3 2380 3
Mformer-HR [33] IN-21k 16 81.1 95.2 10 × 3 959 -
Swin-L [29] IN-21k 32 83.1 95.9 4 × 3 604 6
Swin-L (384↑) [29] IN-21k 32 84.9 96.7 10 × 5 2107 -
MViTv2-L (312↑) [26] IN-21k 40 86.1 97.0 5 × 3 2828 -

Methods with web-scale image pretraining
ViViT-H/16x2 [3] JFT-300M 32 84.8 95.8 4 × 3 8316 -
TokenLearner-L/10 [39] JFT-300M - 85.4 96.3 4 × 3 4076 -
CoVeR [55] JFT-3B - 87.2 - 1 × 3 - -

Methods with web-scale language-image pretraining
ActionCLIP-B/16 [48] CLIP-400M 32 83.8 96.2 10 × 3 563 -
A6 [20] CLIP-400M 16 76.9 93.5 - - -
MTV-H [53] WTS∗ 32 89.1 98.2 4 × 3 3705 -

X-Florence (384↑) FLD-900M 8 86.2 96.6 4 × 3 2114 6
X-Florence FLD-900M 32 86.5 96.9 4 × 3 2822 2
X-CLIP-B/16 IN-21k 8 81.1 94.7 4 × 3 145 33
X-CLIP-B/32

C
L

IP
-4

0
0
M

8 80.4 95.0 4 × 3 39 136
X-CLIP-B/32 16 81.1 95.5 4 × 3 75 69
X-CLIP-B/16 8 83.8 96.7 4 × 3 145 33
X-CLIP-B/16 16 84.7 96.8 4 × 3 287 17
X-CLIP-L/14 8 87.1 97.6 4 × 3 658 8
X-CLIP-L/14 (336↑) 16 87.7 97.4 4 × 3 3086 2

implementation allow the text representation to extract the related visual context
from videos. We then enhance the text embedding c with the video-specific
prompts c̃ as follows, ĉ = c + αc̃, where α is a learnable parameter with an
initial value of 0.1. The ĉ is finally used for classification in Eq. (3).

4 Experiments

In this section, we conduct experiments on different settings, i.e., fully-supervised,
zero-shot and few-shot, followed by the ablation studies of the proposed method.

4.1 Experimental Setup

Architectures and Datasets. We expand CLIP and Florence to derive four
variants: X-CLIP-B/32, X-CLIP-B/16, X-CLIP-L/14 and X-Florence, respec-
tively. X-CLIP-B/32 adopts ViT-B/32 as parts of the cross-frame communication
transformer, X-CLIP-B/16 uses ViT-B/16, while X-CLIP-L/14 employs ViT-
L/14. For all X-CLIP variants, we use a simple 1-layer multi-frame integration
transformer, and the number of the video-specific prompting blocks is 2. We
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Table 2: Comparison with state-of-the-art on Kinetics-600.
Method Pretrain Frames Top-1 Top-5 Views FLOPs Throughput

Methods with random initialization
MViT-B-24, 32×3 [11] - 32 83.8 96.3 5 × 1 236 -

Methods with ImageNet pretraining
Swin-L (384↑) [29] IN-21k 32 86.1 97.3 10 × 5 2107 -

Methods with web-scale pretraining
ViViT-L/16x2 320 [3] JFT-300M 32 83.0 95.7 4 × 3 3992 -
ViViT-H/16x2 [3] JFT-300M 32 85.8 96.5 4 × 3 8316 -
TokenLearner-L/10 [39] JFT-300M - 86.3 97.0 4 × 3 4076 -
Florence (384↑) [54] FLD-900M - 87.8 97.8 4 × 3 - -
CoVeR [55] JFT-3B - 87.9 - 1 × 3 - -
MTV-H [53] WTS∗ 32 89.6 98.3 4 × 3 3705 -

X-CLIP-B/16
CLIP-400M

8 85.3 97.1 4 × 3 145 74
X-CLIP-B/16 16 85.8 97.3 4 × 3 287 40
X-CLIP-L/14 8 88.3 97.7 4 × 3 658 20

evaluate the efficacy of our method on four benchmarks: Kinetics-400&600 [22,7],
UCF-101 [41] and HMDB-51 [23]. More details about architectures and datasets
are provided in the supplementary materials.

4.2 Fully-supervised Experiments

Training and Inference. We sample 8 or 16 frames in fully-supervised experi-
ments. The detailed hyperparameters are showed in the supplementary materials.

Results. In Tab. 1, we report the results on Kinetics-400 and compare with
other SoTA methods under different pretraining, including random initialization,
IN-1k/21k [9] pretraining, web-scale image and language-image pretraining.

Compared to the methods pretrained on IN-21k [9], our X-CLIP-B/168f (8
frames) surpasses Swin-L [28] by +0.7% with 4× fewer FLOPs and running 5×
faster(as presented in Fig. 1). The underlying reason is that the shift-window
attention in Swin is inefficient. Also, our X-CLIP-L/148f outperforms MViTv2-L
[26] by +1.0% with 5× fewer FLOPs. In addition, when using IN-21k pretraining,
our method surpasses TimeSformer-L [5] with fewer FLOPs.

When compared to the methods using web-scale image pretraining, our X-
CLIP is also competitive. For example, X-CLIP-L/148f achieves +2.3% higher
accuracy than ViViT-H [3] with 12× fewer FLOPs. MTV-H [53] achieves better
results than ours, but it uses much more pretraining data. Specifically, MTV-H
uses a 70M video-text dataset including about 17B images, which are much larger
than the 400M image-text data used in CLIP pretraining.

Moreover, compared to ActionCLIP [48], which also adopt CLIP as the
pretrained model, our X-CLIP-L/148f is still superior, getting +3.3% higher
accuracy with fewer FLOPs. There are two factors leading to the smaller FLOPs
of our method. One is that X-CLIP does not use 3D attention like [29] and has
fewer layers. The other factor is that X-CLIP samples fewer frames for each video
clip, such as 8 or 16 frames, while ActionCLIP [48] using 32 frames.
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Table 3: Zero-shot performances on
HMDB51 [23] and UCF101 [41].

Method HMDB-51 UCF-101

MTE [52] 19.7 ± 1.6 15.8 ± 1.3
ASR [49] 21.8 ± 0.9 24.4 ± 1.0

ZSECOC [34] 22.6 ± 1.2 15.1 ± 1.7
UR [63] 24.4 ± 1.6 17.5 ± 1.6

TS-GCN [14] 23.2 ± 3.0 34.2 ± 3.1
E2E [6] 32.7 48

ER-ZSAR [8] 35.3 ± 4.6 51.8 ± 2.9
ActionCLIP [48] 40.8 ± 5.4 58.3 ± 3.4

X-CLIP-B/16
44.6 ± 5.2 72.0 ± 2.3

(+3.8) (+13.7)

X-Florence
48.4 ± 4.9 73.2 ± 4.2

(+7.6) (+14.9)

Table 4: Zero-shot performance on
Kinetics-600 [7].

Method Top-1 Acc. Top-5 Acc.

DEVISE [13] 23.8 ± 0.3 51.0 ± 0.6
ALE [1] 23.4 ± 0.8 50.3 ± 1.4
SJE [2] 22.3 ± 0.6 48.2 ± 0.4

ESZSL [38] 22.9 ± 1.2 48.3 ± 0.8
DEM [56] 23.6 ± 0.7 49.5 ± 0.4
GCN [16] 22.3 ± 0.6 49.7 ± 0.6

ER-ZSAR [8] 42.1 ± 1.4 73.1 ± 0.3

X-CLIP-B/16
65.2 ± 0.4 86.1 ± 0.8

(+23.1) (+13.0)

X-Florence
68.8 ± 0.9 88.4 ± 0.6

(+26.7) (+15.3)

In addition, we report the results on Kinetics-600 in Tab. 2. Using only 8
frames, our X-CLIP-B/168f surpasses ViViT-L, while using 27× fewer FLOPs.
More importantly, our X-CLIP-L/148f achieves 88.3% top-1 accuracy while using
5× fewer FLOPs compared to the current state-of-the-art method MTV-H [53].

From the above fully-supervised experiments, we can observe that, our X-
CLIP method achieves very competitive performance compared to prevailing
video transformer models [55,54,53,48,20]. This mainly attributes to two factors.
1) The proposed cross-frame attention can effectively model temporal dependen-
cies of video frames. 2) The joint language-image representation is successfully
transferred to videos, unveiling its powerful generalization ability for recognition.

4.3 Zero-shot Experiments

Training and Inference. We pretrain X-CLIP-B/16 on Kinetics-400. More de-
tails about the evaluation protocols are provided in the supplementary materials.

Results. Zero-shot video recognition is very challenging, because the cate-
gories in the test set are unseen to the model during training. We report the
results in Tab. 3 and Tab. 4. On HMDB-51 [23] and UCF-101 [41] benchmarks,
our X-CLIP outperforms the previous best results by +3.8% and +13.7% in
terms of top-1 accuracy respectively, as reported in Tab. 3. On Kinetics-600 [7] as
presented in Tab. 4, our X-CLIP outperforms the state-of-the-art ER-ZSAR [8] by
+23.1%. Such remarkable improvements can be attributed to the proposed video-
text learning framework, which leverages the large-scale visual-text pretraining
and seamlessly integrates temporal cues and textual prompts.

4.4 Few-shot Experiments

Training and Inference. A general K-shot setting is considered, i.e., K exam-
ples are sampled from each category randomly for training. We compare with
some representative methods. More details about the comparison methods and
evaluation protocols are provided in the supplementary materials.
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Table 5: Few-shot results. Top-1 accuracy is reported with 32 frames.

Method
HMDB-51 UCF-101

K=2 K=4 K=8 K=16 K=2 K=4 K=8 K=16

TSM [27] 17.5 20.9 18.4 31.0 25.3 47.0 64.4 61.0
TimeSformer [5] 19.6 40.6 49.4 55.4 48.5 75.6 83.7 89.4

Swin-B [29] 20.9 41.3 47.9 56.1 53.3 74.1 85.8 88.7

X-CLIP-B/16
53.0 57.3 62.8 64.0 76.4 83.4 88.3 91.4

(+32.1) (+16.0) (+13.4) (+7.9) (+23.1) (+7.8) (+2.5) (+2.0)

X-Florence
51.6 57.8 64.1 64.2 84.0 88.5 92.5 94.8

(+30.7) (+16.5) (+14.7) (+8.1) (+30.7) (+12.9) (+6.7) (+5.4)

Results. Tab. 5 presents the results of K-shot learning. For the extreme case
where K=2, we observe that for those single-modality methods, the performance
drops significantly, demonstrating that over-fitting occurs due to the serious lack
of data. In contrast, X-CLIP shows robustness by surpassing them with large
margins. For example, X-CLIP-B/16 outperforms Swin-B by +32.1% and +23.1%
in terms of top-1 accuracy on HMDB-51 and UCF-101 with K=2, respectively.
Such large improvements are mainly due to the exploitation of the semantics in
text representation. It further verifies the efficacy of transferring the knowledge
of the pretrained language-image models to the few-shot models. We also observe
that the performance gap between our method and others decreases as the sample
size increases. It demonstrates increasing data can mitigate the over-fitting for
other methods. Besides, it is noteworthy that the comparison of methods with
CLIP pretraining and ImageNet pretraining is not fair enough. Hence, in Sec. 4.5,
we provide an additional ablation analysis and verify the performance gains mainly
comes from the use of textual information, rather than the CLIP pretraining.

4.5 Ablation and Analysis

Unless stated otherwise, the fully-supervised experiments are performed on
Kinectics-400, while the few-shot experiments are conducted on HMDB-51 with
K=2. The zero-shot evaluation is on the first split of the validation set of UCF-101.
We use X-CLIP-B/168f with single-view inference in all experiments.
Ablation.The effects of the proposed components. Tab. 6 shows the performance
evolution from the pretrained image CLIP to our expanded video X-CLIP. First,
we design a simple baseline that averages the CLIP features of all video frames for
classification, called CLIP-Mean. It uses the text supervision but does not utilize
prompting technique. We can observe that equipping the original transformer in
CLIP with our proposed cross-frame communication mechanism, i.e. Eq. (7-9), can
improve the accuracy by +1.2%. Then, appending 1-layer multi-frame integration
transformer (MIT) can further improve the accuracy by +0.5%. This illustrates
that our X-CLIP framework can effectively leverage temporal cues in video clips.
With the proposed video-specific prompting, X-CLIP can surpass the CLIP-Mean
baseline by +2.3%. It demonstrates that the video-specific prompting scheme
can generate more discriminative textual representation. Meanwhile, additionally
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Table 6: Component-wise analysis of
our X-CLIP and other techniques.

Components Top-1.(%)

Baseline(CLIP-Mean) 80.0
+ Cross-frame Communication 81.2(+1.2)

+ Multi-frame Integration 81.7(+1.7)

+ Video-specific Prompt 82.3(+2.3)

Techniques
+ 4×3-views Inference 83.8(+3.8)

Table 7: Ablation study on which part
to finetune. ✓means finetuning. The
CUDAmemory is calculated on 2 video
inputs, each containing 8 frames.

Visual Text Zero. Few. Fully. Mem.(G)

✓ ✓ 72.9 54.6 82.4 22
✓ ✗ 70.0 50.8 82.3 6
✗ ✓ 66.8 53.4 79.3 20
✗ ✗ 64.2 47.3 79.1 4

Table 8: Ablation study on the effect
of the text information.

Method Zero-shot Few-shot Fully.

w/o text / 32.0 81.6
w/ text 70.0 50.8(+18.8) 82.3(+0.7)

Table 9: Comparison with different
prompting methods.

Method Fully. Few. Zero.

w/o prompt 81.7 49.6 63.2
Ensemble. [36] 81.7 49.6 63.9
Vectors. [60] 82.0 49.9 63.2

Ours 82.3(+0.3) 50.8(+0.9) 70.0(+6.1)

using multi-view inference can boost the performance by +1.5%. Overall, with
our proposed methods and all the techniques mentioned above, X-CLIP can
boost the top-1 accuracy of the CLIP-Mean baseline from 80.0% to 83.8%.

Which branch to finetune? In order to demonstrate which branch should
be finetuned when transferred to different downstream tasks, we separately
freeze the parameters of the pretrained image and text encoder. Note that the
randomly initialized parameters are always finetuned. From Tab. 7, we summarize
the following observations. 1) For fully-supervised setting, finetuning the image
encoder brings +3.0% improvements, while freezing the text encoder reduces the
CUDA memory from 22G to 6G with minor performance loss. 2) For few-shot
setting, we find the top-2 results are achieved by finetuning the text encoder.
We conjecture the reason is that with few samples, the text encoder suffers less
from the over-fitting than the over-parameterized image model. 3) For zero-shot
setting, finetuning both the image and the text encoder achieves the best results.

The effects of text. To evaluate the impact of text, we replace the text encoder
with a randomly initialized fully-connected layer as the classification head. From
Tab. 8, we can observe that, without the text branch, the model cannot adapt to
zero-shot setting, because there is no data to initialize the head. For the few-shot
and fully-supervised experiments, text information can bring +18.8% and +0.7%
gains, respectively. This indicates the semantic information involved in text
representation is beneficial to classification, especially for low-shot learning.

The effects of pretraining. In Tab. 10, we investigate the effects of pretraining.
We use ViT-B/16 pretrained on IN-1k/21k as the video encoder in our framework.
Though the pretrained image encoder and text encoder are not in a joint embed-
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Table 10: Ablation study on
the different pretraining.

Pretrain
Top-1. Top-5.

(%) (%)

ImageNet-1k 75.9 90.2
ImageNet-21k 79.8 94.0

Table 11: Comparison of two sampling methods.

#F
Train

Test multi-view → single-view
Dense Sparse

8
Dense 81.9 → 77.8(-4.1) 82.4 → 81.1(-1.3)
Sparse 82.2 → 77.3(-4.9) 83.4 → 82.3(-1.1)

32
Dense 82.8 → 78.8(-4.0) 83.2 → 83.0(-0.2)
Sparse 83.0 → 77.9(-5.1) 84.4 → 84.2(-0.2)

ding space, the model with IN-21k and IN-1k pretraining still achieve 79.8% and
75.9% top-1 accuracy on Kinectics-400, yet much inferior to the original CLIP
large-scale pretraining (82.3%).
Analysis.Comparison with other prompting methods. We compare with two
existing methods in Tab. 9: prompt ensembling [36] with 16 handcraft templates
and learnable vectors [60] with length 16. It can be seen that our video-specific
prompts outperforms others, especially in zero-shot setting (+6.1%). This demon-
strates the efficacy of our method, which generates more adaptive prompts and
better textual representation for unseen videos.

Dense v.s. sparse sampling. We further explore what is the best sampling
strategy for our method in Tab. 11. We find that the dense sampling does not
perform well as in previous works [29,12,3]. In contrast, the sparse sampling best
matches our method. Regardless of the number of frames and views, using sparse
sampling both in training and inference achieves the best performance.

Single-view v.s. multi-view inference. Although it can improve performance,
multi-view inference takes relatively high computational cost, because the cost
grows linearly with the number of views. In Tab. 11, we show that our multi-
modality models with sparse sampling is robust to the number of views, i.e.,
single-view can achieve comparable performance to 10 temporal views. The
underlying reason is the language-image models provide robust representation.

5 Conclusion

In this work, we present a simple approach that adapts the pretrained language-
image models to video recognition. To capture the temporal information, we
propose a cross-frame attention mechanism that explicitly exchanges information
across frames. A video-specific prompting technique is designed to yield instance-
level discriminative textual representation. Extensive experiments under three
different learning scenarios demonstrate the effectiveness of our method. In future
work, we plan to extend our method to different video tasks beyond classification.
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