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Hybrid Camera Pose Estimation with Online
Partitioning for SLAM

Xinyi Li1 and Haibin Ling2,1

Abstract—This paper presents a hybrid real-time camera
pose estimation framework with a novel partitioning scheme
and introduces motion averaging to monocular Simultaneous
Localization and Mapping (SLAM) systems. Breaking through
the limitations of fixed-size temporal partitioning in many con-
ventional SLAM pipelines, our approach significantly improves
the accuracy of local bundle adjustment by gathering spatially-
strongly-connected cameras into each block. With the dynamic
initialization using intermediate computation values, we improve
the Levenberg-Marquardt solver to further enhance the efficiency
of the local optimization. Moreover, the dense data association
between blocks by our co-visibility-based partitioning enables us
to explore and implement motion averaging to efficiently align
the blocks globally, updating camera motion estimations on-
the-fly. Experiments on benchmarks convincingly demonstrate
the practicality and robustness of our proposed approach by
significantly outperforming conventional approaches.

Index Terms—SLAM, Localization, Mapping, Least squares
methods, Iterative methods, Optimization and Optimal Control

I. OVERVIEW

A. Introduction

W ITH low-cost hand-held scanning devices made widely
available recently, simultaneous localization and map-

ping (SLAM) and structure-from-motion (SfM) systems have
been extensively studied in the past decades. Camera pose
estimation, lying at the core of most feature-based multi-view
geometry systems, aims to jointly refine the coordinates of 3D
landmarks and camera parameters along the camera trajectory.

This paper proposes a novel hybrid formulation to address
the real-time camera pose estimation problem in SLAM. To
the best of our knowledge, our approach is the first hybrid
SLAM framework combining bundle adjustment (BA) and
motion averaging to estimate and update the camera poses
on-the-fly. As shown in the experiments, our approach clearly
outperforms state-of-the-art conventional BA-based systems in
both efficiency and accuracy. Experimental results on large-
scale outdoor scene dataset further demonstrates the robustness
of our proposed framework.

B. Related Work

Comprehensive existing approaches have been proposed to
address the accuracy and efficiency of SLAM. Considered
as the arguably most popular approach, BA has received
extensive research attention. For instance, incremental BA (
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[1]–[6]) starts by initializing the map reconstruction with few
images and later measurements are incrementally merged with
iterative essential matrix updates. Many state-of-the-art SLAM
systems ( [7]–[9]) implement incremental BA to compromise
speed and accuracy. However, incremental approaches are
well-observed to be prone to accumulated drifting errors and
sensitive to poor initialization, resulting in the deteriorated
performance progressively over long camera trajectories. Al-
ternatively, most approaches based on hierarchical BA ( [10]–
[15]) pre-cluster the images and then solve smaller sub-
problems separately. Though achieving excellent results for the
off-line SfM problem, hierarchical approaches require global
view-graph information in advance such that the applicability
for generalized real-time systems like SLAM is hindered.
Many other challenging issues of BA remain open, e.g., the
cubic-order complexity with regards to the number of image
frames involves prohibitive computational costs [4]; slow or
erroneous convergences of the numerical solvers due to the
intrinsically high dimensional solution space, etc. Both [16]
and [17] implement divide-and-conquer schemes in SLAM,
addressing the aforementioned issues: [16] offers a robust
approach but lacks accuracy analysis, while [17] requires
manual partitioning that is not always practical. To tackle
these problems, this paper presents a hybrid pose estimation
framework combining BA and motion averaging for feature-
based monocular SLAM.

With the efficient implementations of motion averaging (
[18]–[24]), promising results have recently been shown in off-
line distributed SfM frameworks ( [18]–[20], [25]–[27]). [20]
proposes a camera clustering algorithm and presents a hybrid
pipeline applying the parallel-processed local increment into
global motion averaging framework. In [19], a divide-and-
conquer framework is introduced to address distributed large-
scale motion averaging problems and shows convincing results
on city-scale datasets. Inspired by the superior performances,
we propose a quasi-distributed formulation and introduce
single rotation averaging into real-time pose estimation tasks.

Previous works most related to ours include [15], [28], [29],
among which [15] and [28] both aim to solve the off-line
SfM problem. In [15], a unified framework is proposed where
global rotation averaging is implemented in a community-
based structure, followed by local incremental BA for indi-
vidual camera refinement. Relaxing the requirement in [15]
of prior global knowledge for the complete view graph, [28]
is capable of processing both unordered and sequential data.
However, it is impractical to directly apply [28] to on-line
systems since 1) the progressive brute-force image matching
for clustering struggles to deliver real-time performance; and
2) the global multiple similarity averaging based on dense
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Fig. 1: The pipeline of our proposed algorithm: (a) the input image sequence and feature correspondences, (b) the online partitioning based
on local and global co-visibility (§III-A), (c) the refinement of local pose-graph with semi-distributed initialization (§III-B), and (d) the
progressive global alignment by motion averaging with common camera poses (§III-C).

inter-cluster connections reaches the memory and computation
limits of real-time systems very soon. [29] presents a motivat-
ing BA-free SLAM framework where only camera orientations
are estimated and maintained via rotation averaging. However,
global optimality of the camera pose parameters in the pro-
posed framework is not claimed and the accuracy compared
with state-of-the-art systems is not provided.

C. Our Approach

In order to break through the limitations of fixed-size
partitioning in the conventional framework, we instead par-
tition cameras into blocks based on both temporal and spatial
co-visibility. Specifically, in addition to temporally-adjacent
cameras, each block contains cameras added from previous
blocks if sufficient overlapping views are detected between
the cameras and the current block.

The local optimization process in conventional BA refines
the camera poses within sequential partitions of fixed sizes,
and frequently suffers from slow or erroneous convergences
due to noisy data. By contrast, our partitioning scheme gathers
spatially-strongly-connected intra-block cameras to improve
the accuracy of the local optimization afterwards. It also en-
courages the propagation of intermediate computation values
between blocks, and later benefits the local BA in two-fold: 1)
good initialization is dynamically provided; and 2) duplicate
computations are effectively avoided. The satisfying initializa-
tion also sheds light on our proposed self-adaptive Levenberg-
Marquardt (L-M) solver, which achieves a quadratic conver-
gence rate and thus further enhances the local BA efficiency.

Shared camera poses among different blocks, produced by
our partitioning scheme, allow us to close the gaps between
off-line and on-line systems and introduce motion averaging
into solving real-time pose estimation tasks. By leveraging
single rotation averaging on the common camera poses in
multiple blocks, we effectively reduce drifting errors while
tackling the computational bottleneck of conventional for-
mulation of global BA. Moreover, by virtue of the dense
connectivity between blocks based on global co-visibility, our
approach can skip explicit loop closing to further accelerate
the global alignment.

In summary, the key contributions of our paper are:

• We develop a co-visibility-based partitioning scheme
according to both temporal and spatial feature correspon-
dences, as to effectively improve the accuracy of local
optimization while guaranteeing the global consistency.

• We introduce motion averaging to efficiently update the
camera poses on-the-fly, conquering the computational
bottleneck of conventional global BA and avoiding ex-
plicit loop closing.

• With the dynamic inter-block propagation and intra-block
broadcasting of intermediate computation values, we in-
troduce a novel update law for the damping parameter in
the L-M solver, designed for approaches based on varying
sized sub-maps to further benefit the convergence.

II. PRELIMINARIES AND NOTATIONS

Bundle adjustment (BA) is a fundamental technique in
SLAM and SfM. By minimizing the sum of re-projection
errors for given observations of the 3D scene, BA iteratively
refines camera parameters and 3D point coordinates jointly.

Consider a given 3D scene with m frames and n observable
3D points. Let pji ∈ R2 denote the observation coordinate of
3D point Pj ∈ R3 on image frame Ii for 1 ≤ i ≤ m, 1 ≤ j ≤
n. We define the projection mapping π(K,Ci, Pj) : K × C ×
R3 7→ R2, where K ∈ K ⊆ R3 denotes the camera intrinsic
matrix and is considered known and fixed for a calibrated
system; Ci = [Ri|ti] ∈ C ⊆ SE(3) ⊆ R3×4 denotes the
absolute camera pose of Ii, where the rotation is denoted by
Ri ∈ SO(3) ⊆ R3×3 and translation by ti ∈ R3. The re-
projection error minimization is then

min
Ci∈C,1≤i≤m
Pj ,1≤j≤n

m∑
i=1

n∑
j=1

Iij‖pji − π(K,Ci, Pj)‖22, (1)

where I denotes the visibility matrix, i.e., Iij = 1 if Pj is
visible on Ii and 0 otherwise. In §III-B we describe the local
optimization process by solving sub-problems of Eq. 1.

Motion averaging aims to optimize the camera motion based
on several known camera orientations. We leverage the single
rotation averaging to align the camera blocks globally, where
single rotations are computed given multiple measurements by
averaging. Formally, let Rii′ denote the relative rotation from
Ii to Ii′ , i.e. Rii′ = Ri′R

>
i , we define the optimization as

arg min
Rii′∈SO(3)

∑
k∈N

d
(
R̃kii′ , Rii′

)2

, (2)

where R̃kii′ ∈ SO(3) denotes the estimation of Rii′ by the
kth observation; d(·, ·) denotes the proper metric, in this paper
we use the Karcher mean [30], i.e., the geodesic L2- mean
for the computation. Formally, define the metric d(X,Y ) =
d∠
(
XY >, I

)
= ‖ log

(
XY >

)
‖2, ∀X,Y ∈ SO(3). Further

implementation details are illustrated in §III-C.
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III. THE HYBRID FORMULATION

In this section, we propose to dynamically partition the
cameras into blocks according to both temporal and spatial
co-visibility, producing blocks of spatially-strongly-connected
cameras (§III-A). Followed by the local optimization (§III-B),
we then propagate the intermediate computation values of the
common camera poses. Single rotation averaging is performed
afterwards on the shared camera poses among blocks in the
global alignment (§III-C). For the sake of simplicity, we refer
camera(s) to the absolute camera pose(s) throughout the paper.

A. Online Partitioning

Key to our proposed algorithm is to timely partition the
incoming sequence into blocks where cameras within the same
block are spatially-strongly-connected regarding co-visible 3D
scene points. Precisely, we enforce that most 3D points are
visible by a sufficient amount of cameras to ensure the intra-
block camera-camera connectivity. Besides, we allow cameras
from previous sequential blocks to be added to current block
if sufficient camera-block overlapping views are detected.

Given the input sequence of m image frames, each frame
Ii is parameterized by {Ci,Pi} with Pi = {Pj |Iij 6= 0}
as the set of visible 3D points on Ii. We aim to partition
the sequence into mb blocks Bl = {Cl,P l}, 1 ≤ l ≤ mb,
assuming ml cameras are partitioned into Bl, then Cl = {Cli ∈
C}mli=1 denotes the set of cameras and P l = ∪mli=1Pi denotes
the union set of 3D points visible by the entire Cl. Since we
encourage cameras to appear in multiple blocks, the blocks
produced by our partitioning scheme satisfy the following

∪mbl=1C
l = ∪mi=1Ci, ∪

mb
l=1P

l = ∪mi=1Pi,

∃1 ≤ l′ 6= l ≤ mb s.t. Cl ∩ Cl
′
6= ∅,

(3)

i.e., for each block, there exists at least one block such that
the two blocks have common cameras. In details, our proposed
partitioning criterion consists of two parts as described in the
following discussions, namely, the local co-visibility and the
global co-visibility.

The local co-visibility is defined as the average degree of
connectivity between the cameras within a block. Specifically,
the accuracy of the intra-block BA can be asserted with each
single 3D point visible by a sufficient number of cameras.
However, it is implausible to employ this principle in real-time
applications since it can introduce a large number of redundant
cameras. Alternatively, we define the local co-visibility score
γl for Bl by averaging the camera numbers over the 3D point
set, and use it to guide the block construction. Formally, let
plj denote the union set of projected 2D points on all in-block
camera frames from a 3D point Pj ∈ P l, then

γl =

|Pl|∑
j=1

∣∣plj∣∣/|P l|, (4)

where | · | denotes the size of a set. We require that γl ≥ γthr,
where γthr ≥ 3 is a preset parameter determining the average
size of the blocks, e.g., with a higher value of γthr, blocks
with greater sizes are expected. By enforcing a minimum
local average co-visibility, the accuracy of local BA inside

Fig. 2: Our online partitioning scheme partitions the cameras into
blocks based on both temporal and spatial co-visibility. The key is
that one camera pose can be optimized within different blocks (e.g.
C1 is estimated in B1 and B2, marked as C1

1 and C2
1 , respectively)

as long as it shares sufficient overlapping views with the blocks.

each block is improved with sufficiently many point-camera
constraints. New image frames are sequentially partitioned into
current block Bl while γl < γthr, we therefore limit the size
of each block by nthr in order to keep each block small for
the real-time performance. Note that for scenarios where the
camera is moving fast in feature-less scenes, our approach
degrades to the conventional fixed-size partitioning. Once the
local co-visibility score meets the criterion, block is temporally
fixed followed by the add-in’s of the image frames satisfying
the global co-visibility requirement as illustrated below.

The global co-visibility is defined as the degree of camera-
block connectivity, i.e., instead of only optimizing the frames
in the current temporal block, cameras with sufficient over-
lapping views from previous blocks are added into the current
block. The global co-visibility score βli for the covisibility
between the current block Bl and a previous image frame Ii
(i.e., Ci ∈ Cl

′
, l′ < l) is defined as

βli = |Pi ∩ P l|
/
|P l|. (5)

Ii can thus be added into Bl if βli > βthr, where βthr ∈ [0, 1)
is a preset parameter defining the minimum camera-block
overlapping view ratio. Furthermore, we set an upper bound
nα for the added-in cameras, which is particularly important
when the capturing density is considerably high (e.g. camera
moving around small-scale scenes for a long duration), as
the high volume of overlapping visible regions can introduce
an excessive amount of cameras therefore causing noisy data
and additional computations. In practice, higher values of
γthr, nα and nthr combined with a lower global co-visibility
threshold βthr achieve a better accuracy with trade-offs of a
slower convergence and higher computational cost. In our
experiments we choose γthr = 10, βthr = 0.15, nα = 10
and nthr = 50 to balance between accuracy and efficiency. We
illustrate our partitioning scheme in Fig. 2.

Note that two consecutive blocks share at least one over-
lapping frame: the last temporal frame in the previous block
is the first temporal frame in the current block by default.
The current block is considered fixed at the completion of
adding cameras from previous blocks, hence proceeding to
the following local optimization. Note that the blocks stay
unchanged during the optimization, despite that the potential
updates on points and camera poses might slightly perturb the
co-visibility, to counterbalance the real-time processing speed.
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Fig. 3: Comparison with conventional local optimizations of fixed-
size partitions: (a) the average trajectory errors for the local block
with the peaks representing that a new block, and (b) iterations
required for the convergence of the intra-block local BA. The
experiments are conducted on Seq.02 of KITTI Odometry [32]. More
details can be found in the supplementary materials.

B. Local Optimization

We first reformulate Eq. 1 into the sub-problem for Bl, the
objective function of the local optimization is defined as

(Cl,P l)∗= arg min
Ci∈Cml ,Pj∈R3×nl

∑
Ci∈Cl
Pj∈Pl

Iij‖pji − π(K,Ci, Pj)‖22. (6)

To iteratively solve Eq. 6 we follow the Levenberg-
Marquardt algorithm [31], which is known to be sensitive
to initialization. Indeed, conventional BA often suffers from
converging to the local minima when a poor starting point
is chosen. With our partitioning scheme, we tackle the issue
by propagating the intermediate computation values of the
parameters of added-in cameras from previous blocks.

In details, the added-in cameras carry computation values
from the previous intra-block local BA, we can thus ini-
tialize the local BA iterations of the current block with the
intermediate results. Hence the local optimization of each
block quasi-distributedly launches as soon as the block is
fixed, with no delay on requesting final computation results
of previous block. Additionally, we broadcast the intermediate
values based on the intra-block camera connectivity greedily.

Formally, let Gl = {V l, E l} denote the intra-block pose-
graph for Bl, where the vertices in V l represent the cameras
and the edges in E l are defined by the co-visibility between
two image frames, i.e.,

V l = {Ci|Ci ∈ Cl}, (7a)

E l = {eij |1 ≤ i ≤ ml, 1 ≤ j ≤ nl}, (7b)

where eij = 1 if there exists co-visible 3D points between
frames Ii and Ij and 0 otherwise. The broadcasting of the
parameters is conducted by generating a Maximum Span-
ning Forest (MSF) of multiple Maximum Spanning Trees
(MST) [33] from Gl as discussed below.

Let Clα denote the set of cameras added into Bl from
previous blocks, where Clα = {Ciα|1 ≤ i ≤ nα}. Each Ciα in
the set is initialized as the root of a MST T li , and we initialize
the weights in such a way that the weight wij between the
roots Ciα and the non-root vertices Cj are the co-visibility

counts (≥ covthr) and 0 otherwise. Formally,

wij = X≥covthr |Piα ∩Pj |, 1 ≤ ∀j 6= i ≤ ml, (8)

where X≥covthr denotes the corresponding indicator function.
We follow [34] to obtain the updated pose-graph Gl′ =

{V l
′

, E l
′

} where V l
′

⊆ V l. The camera poses are then
initialized with those of the corresponding roots.

Note that T li ’s can possibly contain only a subset of the
vertices V l since there might be intra-block cameras which
share no common viewpoints with those in Clα. Poses of these
cameras are therefore initialized with the reference frame of
the block. We define the first frame of each block (as is also
the last frame of the previous block) as the local reference
frame of Bl, i.e., I lr , I l1.

So far we have obtained the MSFMl from Gl with disjoint
T li ’s properly defined, formally, Ml = {T li |i = 1, · · · , nα} ∪
T lr . Based on the observation that camera motions are likely to
be bounded within a small range given the local co-visibility
condition defined in §III-A, we argue that our initialization
mechanism feeds the local BA with initial values sufficiently
close to the optimal solution. We can then adopt our proposed
self-adaptive Levenberg-Marquardt solver (§IV) on solving
Eq. 6 for the set of camera poses relative to Clr. We compare
our proposed approach with conventional local optimization
with fixed-size partitions in Fig. 3, it can be observed that our
method requires significantly fewer iterations while producing
comparable or better accuracy. The intra-block relative poses
are fixed upon the termination of local BA and the block is
globally aligned with peer blocks in the consequent stage.

C. Global Alignment

As the results of each local BA are provided, we are
now ready to align the blocks progressively to ensure the
global consistency. Blocks are densely connected by multiple
camera poses by virtue of our partitioning scheme, allow-
ing us to uncover more accurate inter-block transformations
compared with single-keyframe-based conventional global BA.
Moreover, in order to tackle the computational bottleneck of
global optimization based on point-camera correspondences,
we leverage single motion averaging on the camera poses
shared in different blocks.

Once the local optimization is done for a block, all the
previous blocks sharing common camera poses with it are
globally aligned. Specifically, several estimations of the same
camera pose are derived from different blocks such that we
can exploit Eq. 2 to measure the inter-block relative motions.
Consider that two blocks Bl = {Cl,P l} and Bl′ = {Cl′ ,P l′}
share a common set l

′

l C of camera poses, where l′

l C = Cl∩Cl′ .
Denote C̃li and C̃l

′

i for the camera poses relative to the
corresponding reference frames Clr and Cl

′

r , we thus have

l
′

l C̃ = {C̃li , C̃l
′

i |l 6= l
′
; i = 1, · · · , |l

′

l C|}, (9a)
l
′

l R̃ = {R̃li, R̃l
′

i |l 6= l
′
; i = 1, · · · , |l

′

l C|}, (9b)

where l
′

l R̃ denotes the set of measurements of relative rota-
tions. We further define the inter-block relative rotation, as we
aim to solve in the global alignment, Rll′ = Rl′R

>
l from Bl to
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Fig. 4: Comparison with conventional global BA on the accuracy
and runtime. (a) shows the accumulated re-projection comparison
with conventional hierarchical BA and incremental BA methods. (b)
shows the run-time comparison with conventional keyframe-based
global BA with fixed-size partitions.The experiments are conducted
on Seq.02 of KITTI Odometry [32]. Results on the whole sequence
is available in the supplementary materials.

Bl′ , where Rl and Rl′ are the pseudo absolute rotations of the
corresponding reference frames. Note that we never require the
absolute rotation parameters in our algorithm. It thus follows
that the estimated relative rotation R̃ll′ can be represented as

R̃ill′ =
(
R̃iR̃l′

>
)>(

R̃iR̃l
>
)

= R̃l
′
i
>R̃li. (10)

Then we can solve the inter-block relative rotation Rll′ by
rewriting Eq. 2 into the following form,

arg min
Rll′∈SO(3)

|l
′

l C|∑
i=1

d
(
R̃ill′ , Rll′

)2
. (11)

We are now ready to generalize Eq. 11 into the global
optimization with all of the blocks where the local optimiza-
tions have been finished with the updated relative motion
parameters. To find the set of aligned rotations Rmb for mb

blocks, where Rmb = {Rjj′ |1 ≤ j 6= j′ ≤ mb}, we minimize
the global rotation estimation error by solving

arg min
Rjj′∈SO(3)

mb∑
j 6=j′

|j
′
j C|∑
i=1

d
(
R̃ijj′ , Rjj′

)2

. (12)

We argue that d∠
(
R̃ijj′ , Rjj′

)
∈ [0, π],∀i, j, j′ to guarantee

the global convergence and follow the algorithm in [35] for the
optimization. In practice, the global alignment runs in parallel
with the local optimization once a block is ready and Eq. 12 is
iteratively optimized only with the latest rotation parameters
of the common cameras.

Compared with conventional global BA based on point-
camera correspondences, our algorithm can achieve a much
lower computational complexity and almost constant run-time
with increasing number of image frames. For on-line systems
where input image frames are sequentially processed, the inter-
block global co-visibility stays on a stable level. Fig. 4a shows
that the total re-projection error increases in a much lower rate
compared to incremental and keyframe-based hierarchical BA.
In Fig. 4b it can be observed that our global alignment is
constantly 60-150x faster than that of conventional global BA
based on point-camera correspondences.

According to the detection of the camera-block overlap-
ping views based on global co-visibility, our algorithm can
skip explicit loop closings to further accelerate the global
alignment. In keyframe-based approaches, co-visible points
are fused such that the robot observes a loop by recognizing a
previously-visited location when sufficient inliers are detected,
followed by expensive global optimization iterations on all
keyframes. By comparison, in our global alignment component
the cameras showing in multiple blocks are optimized each
time a new block is generated. Since the co-visibility is de-
tected and stored in the partitioning stage, the global alignment
directly conducts on the stored data association, avoiding the
expensive on-line feature matching. Furthermore, instead of
processing the optimization on the whole loop, the blocks
are aligned by averaging the individual intra-block ‘shared’
camera poses. For example, if a new block observes similar
scenes with one previous block, many camera poses in these
two blocks will be shared and the update brought by the new
block is automatically broadcast to all corresponding blocks
by each individual common camera separately. Without the
individual camera pose averaging and broadcasting scheme,
our global alignment downgrades to conventional keyframed
loop closure, only with denser data association, i.e., blocks
observing similar scenes trigger the loop closure, followed
by globally aligning all the reference frames of temporal
blocks between the two corresponding reference frames. We
demonstrate the performance of our global alignment scheme
in Tables I and II.

IV. SELF-ADAPTIVE NUMERICAL SOLVER

To efficiently solve the local optimization problem defined
in §III-B with the intermediate results propagated from other
blocks as the initial values, we propose a modified Levenberg-
Marquardt solver assuming an initialization sufficiently close
to the optimal solution set. Precisely, the step size of the iter-
ation is updated according to the size of the block, achieving
a quadratic convergence rate.

Letting f(x) ≡ [f1(x), · · · , fm(x)] denote the stacked
vector of re-projection errors where fi(x) represent the re-
projection error on image frame Ii, to solve Eq. 6 we consider
the equivalent non-linear system

f(x) = 0, s.t. x ∈ Ω, (13)

where f is differentiable, and Ω ⊆ H ⊆ R6m ⊗ R3n denotes
the assumingly non-emepty solution set for a Hilbert space H.
We further define the related optimization problem

min
x∈H

φ(x), with φ : H 7→ R given by φ(x) = ‖f(x)‖22. (14)

Let ∇f(x·) = J>(x·) denote the transpose of Jacobian of f
at x·, then L-M is conventionally implemented to solve Eq. 14
by iteratively generating a sequence of convex sub-problems:

min
d∈H

ψk(d), with ψk : H 7→ R given by (15a)

ψk(d) = ‖∇f(xk)>d+ f(xk)‖22 + µk‖d‖22, (15b)

(∇f(xk)∇f(xk)> + µkI)dk = −∇f(xk)f(xk), (15c)

where d in Eq. 15b is solved to compute the direction dk
in Eq. 15c, I ∈ H ⊗H denotes the identity matrix. µk ∈ R,
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namely Levenberg-Marquardt parameter, is updated with adap-
tion to properly handle the cases where ∇f(xk)∇f(xk)>

is singular. The Levenberg-Marquardt method is well-proven
to achieve a quadratic convergence rate to a solution x∗ of
Eq. 13 if ∇f(x∗) is nonsingular, where the nonsingularity
also implies that the solution to Eq. 14 must be locally
unique. However, the assumption of nonsingularity fails for
the conventional BA problems.

Motivated by [36], we assume a much weaker assumption,
namely, local error bound condition than the nonsingularity
of ∇f(x∗). Denote dist(y,Ω) = infx∈Ω ‖y − x‖2, recall the
local error bound condition as

∃δ, β > 0 s.t. β dist(x,Ω) ≤ ‖f(x)‖2, ∀x ∈ Bδ(x∗) ∩ Ω, (16)

where Bδ(x∗) = {x ∈ H|dist(x, x∗) ≤ δ}.
Given that the Eq. 16 holds, the choice of Levenberg-

Marquardt parameter µk plays a key role in the Levenberg-
Marquardt convergence. We argue that the initialization of
the iteration sequence defined in Eq. 6 is sufficiently close
to the solution set Ω by propagating and broadcasting the
common camera poses as illustrated in §III-B. Letting µk =
αk‖f(xk)‖λ2 in Eq. 15b thus leads to the quadratic rates of
local convergence for Eq. 14, where αk is iteratively updated
to control the trust region radius of searching a satisfactory
dk. In details,

µk = αk‖f(xk)‖λ2 , (17a)
Φk = φ(xk)− φ(xk + dk), (17b)

Ψk = φ(xk)− min
dk∈H

‖∇f(xk)>dk + f(xk)‖22, (17c)

where Φk and Ψk can be considered as the actual and predicted
reduction for the merit function, respectively. The parameter
νk ∈ (0, 1) is introduced to the iterative system in order to
serve as an indicator of whether the current dk benefits towards
the solution, further guiding the update rule of αk. Formally,

νk =
Φk
Ψk

, (18a)

αk+1 = ρ(η, αk, νk; ν), (18b)

where ν ∈ (0, 1) is a given constant, η > 1 is a positive integer,
ρ(η, α·, ν·; ν) : N>0 × R × (0, 1) 7→ R≥0 is continuous and
nonnegative (here we let ρ(η, α·, ν·; ν) be strictly positive by
enforcing a sufficiently small lower bound ξ > 0), defined as

ρ(η, αk, νk; ν) = αk max{ξ, 1− ηd 1
ν e(νk − ν)2dlog2 ηe−1}.

(19)
Our formulation of Eq. 19 can be seen as a variant of the

update rule in [37] and [38], the proposed iteration scheme
has the following desirable properties: (i) νk = ν is the only
inflection point, i.e. ∂2ρν

∂ν2
k
< 0 if νk < ν and the opposite

holds otherwise; (ii) ρν(η, αk, νk) > αk ∀η, αk, if νk < ν and
the opposite holds otherwise. Specifically, the properties imply
that as νk < ν and gets smaller (e.g. close to 0), αk (and thus
µk) are enlarged at a higher rate to improve the searching for
a better dk; for the contrary case when νk is close to 1, αk can
be legitimately reduced since dk is satisfactory. In addition, we
let η = ml for the problem defined in Eq. 6 with ml image
frames. Since a high value of n foresees a slow convergence,
we thus add the power term (2dlog2 ηe − 1) such that the
sensitivity of ρν with regards to νk increases with adaption

DVO
SLAM

[42]

Kinti-
nuous

[43]

Elastic
Fusion

[44]

ORB
SLAM

[46]

ENFT
SFM
[47]

Visual
SFM
[48]

OURS
(SIFT)

OURS
(LC)

OURS
(ORB)

fr1 desk 2.1 3.7 2.0 1.7 2.7 2.7 1.6 1.6 1.7
fr1 desk2 4.6 7.1 4.8 2.9* 3.6* - 1.5 2.0 2.3
fr1 room 4.3 7.5 6.8 3.4* 5.3* - 2.9 3.4 3.2
fr2 desk 1.7 3.4 7.1 0.8 2.3 1.7 1.5 1.2 2.0
fr2 xyz 1.8 2.9 1.1 0.3 0.8 0.7 0.3 0.3 0.3

fr3 office 3.5 3.0 1.7 3.5 1.2 1.1 0.8 1.3 1.1
fr3 nst near 1.8 3.1 1.6 1.4 1.9 1.1 1.1 1.6 1.4

TABLE I: Trajectory estimation RMSE (cm) on the TUM RGB-D
[49] dataset. Results with (*) are experimental results based on 5-
execution medians from running open-source codes provided by the
authors. OURS(LC) reports the results of our approach using general
pose-graph optimization framework with loop closure scheme. The
first three systems additionally use depth data. OURS(ORB) reports
the results with ORB feature.

for a greater n to preserve the convergence speed for large-
scale problems. The convergence properties are shown similar
to [37], [39], [40] in the supplementary materials* .

The local pose refinement is conducted in an incremental
BA manner with our proposed Levenberg-Marquardt solver.
Our algorithm improves the local optimization in two-fold:
First, with our local co-visibility threshold defined for the
partitioning scheme, it is guaranteed that a majority of the
3D points are observable by a sufficient amount of cameras
to provide the high accuracy. Second, the inter-block propaga-
tion of the intermediate computational values greatly benefits
the convergence of local Levenberg-Marquardt iterations, by
providing the close-to-optimal initialization.

V. EXPERIMENTAL RESULTS

A. Implementation Details

System Configuration All of our experiment results are
achieved from a PC with Intel(R) i7-7700 3.6GHz processors,
8 threads and 64GB memory with GTX1060 6GB GPU for
SIFT [41] extraction and matching.

Methods and Datasets We compare our proposed method
with several state-of-the-art SLAM systems including: DVO-
SLAM [42], Kintinuous [43], Elastic Fusion [44],LDSO [45]
and ORB-SLAM [46]. We also assess keyframe-based offline
SfM systems including ENFT-SFM [47] and VisualSFM [48]
in our comparison for a comprehensive evaluation. The meth-
ods are tested on TUM-RGBD [49] and KITTI Odome-
try [32] datasets. For all the sequences on both datasets we
use SIFT [41] and ORB [50] features for feature matching
followed by RANSAC [51] iterations to remove feature corre-
spondence outliers, where we only use GPU for SIFT feature
correspondence computation in parallel. We have implemented
and modified Ceres Solver ( [52], [53]) for local BA, and
followed the algorithm in [35] for the global alignment.

B. Evaluations on Real-World Data

Evaluation on TUM RGB-D. As a challenging dataset for
monocular online systems, the TUM RGB-D dataset contains
specific RGB-D sequences including rotation-only motion and
textureless surface scanning in a small scene, captured by
Kinect. As we do not rely on depth information in our
system, we run experiments on a selected part of the dataset
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Fig. 5: Our proposed approach shows a trajectory estimation of comparably high quality in large scale outdoor scenes. Note on Seq.02 it is
clearly shown that ORB-SLAM (in green) suffers from accumulated drifts although the trajectory contains many loops. Results on the rest
of the dataset are provided in the supplementary materials* where our approach outperforms ORB-SLAM on all of the sequences.

which are suitable for monocular systems and evaluate the
results of camera trajectory against state-of-the-art systems.
The quantitative comparison results can be found in Table I.
Note that DVO-SLAM, Kintinuous and Elastic Fusion use the
depth data in their experiments, ENFT-SFM and VisualSFM
are mostly processed offline. We quote the experiment results
of VisualSFM from [47], where the authors state that the
results are achieved from their manually-extracted keyframes
off-line. Though our approach achieves clear outperformances
on most of the sequence, ORB-SLAM shows strong robustness
dealing with dynamic objects (in fr2 desk sequence).

Evaluation on KITTI Odometry. The KITTI dataset con-
tains 11 video sequences captured by a fast-moving vehicle
over long camera trajectories. In the experiments it has been
shown that systems like ORB-SLAM which relies heavily on
explicit loop closures suffer on several sequences. Our pro-
posed approach ensures global consistency by consecutively
aligning the blocks and convincingly shows the robustness on
large-scale outdoor scenes.

ENFT
SFM
[47]

Visual
SFM
[48]

LDSO
[45]

ORB
SLAM

[46]
OURS
(SIFT)

OURS
(LC)

OURS
(ORB)

OURS
(DL)

00 4.8 2.8 (3.7%) 9.3 5.3 /15.26s 2.5 /5.65s 4.2 /12.7s 4.9 /3.42s 2.8 /8.39s
01 57.2 52.3 (12.5%) 11.7 - 37.4 /14.96s 48.2 /10.24s 45.9 /6.77s 39.3 /17.2s
02 28.3 1.8 (4.5%) 32.0 21.3 /21.4s 15.1 /7.26s 24.9 /25.6s 18.2 /4.43s 15.9 /13.2s
03 2.9 0.3 (12.0%) 2.9 1.5 /1.97s 1.2 /0.93s 1.6 /0.90s 1.5 /0.78s 1.2 /1.44s
04 0.7 0.8 (23.4%) 1.2 1.6 /1.02s 0.3 /0.17s 1.0 /1.9s 0.9 /0.14s 0.3 /0.59s
05 3.5 9.8 (7.4%) 5.1 2.9 /6.93s 2.8 /2.35s 3.4 /6.50s 2.9 /4.87s 3.2 /6.23s
06 14.4 8.6 (7.4%) 13.6 12.3 /2.87s 6.3 /0.84s 10.7 /1.92s 8.2 /0.65s 9.2 /3.75s
07 2.0 3.9 (7.8%) 3.0 2.3 /1.22s 2.0 /0.91s 2.5 /1.43s 2.2 /0.70s 2.2 /1.54s
08 28.3 0.8 (0.9%) 129.0 46.7 /20.9s 19.7 /15.87s 25.7 /24.0s 33.6 /10.09s 21.9 /21.4s
09 5.9 0.9 (4.9%) 21.7 6.6 /4.47s 6.2 /2.54s 6.2 /4.65s 6.5 /1.96s 6.2 /5.57s
10 18.5 5.7 (6.5%) 17.4 8.8 /3.72s 5.2 /1.02s 6.1 /2.85s 7.6 /0.69s 6.0 /2.12s

TABLE II: Trajectory estimation RMSE(m) and pose estimation
runtime on KITTI Odometry. For VisualSFM the number in the
parenthesis represents the map completeness ratio and it is 100%
for all other methods. For ORB-SLAM and our approach the second
number represents the BA runtime. In addition, OURS(DL) replaces
our modified LM solver with conventional Dogleg algorithm [52].
Note that ENFT-SFM and VisualSFM are offline SfM systems and
the latter requires preprocessings. ORB-SLAM fails to initialize on
Seq.01 so we leave the result blank.

Quantitative Comparison For the quantitative comparisons
shown in Table. II. We quote the results of VisualSFM
from [47], where the authors pointed out that the trajectories
are overly long for VisualSFM, resulting in disconnected

blocks of trajectories. Hence the RMSE results are calculated
by taking the largest component of the trajectory. Moreover,
ORB-SLAM fails to process Seq.01 due to lost of tracking at
the beginning of the video sequence. We have also observed
the average amounts of matched features over all sequences are
1126 and 837 per frame for SIFT and ORB, with inlier rates
0.6245 and 0.4528, respectively. In our experiments, the total
feature extraction and matching time are 0.016s and 0.006s per
frame for SIFT and ORB, respectively, on GPU. Furthermore,
as the amount of post-RANSAC ORB is only about half of
that of SIFT, our approach with ORB yields a lower accuracy
though the pose estimation is faster.

Qualitative Comparison Though ORB-SLAM is able to
correctly detect and close the loop in Seq.02, it still shows
large accumulated drift. Our approach shows a clearly more
accurate estimation on Seq.08 and Seq.10 (in Fig. 5). Seq.08
does not contain loops so ORB-SLAM suffers from serious
drifts both on translations and scale. While on Seq.10 ORB-
SLAM has lost tracking from the beginning of the sequence
and also shows accumulated drift by the end of trajectory
estimation. The rest of the qualitative comparisons are given in
the supplementary materials∗, where our approach outperforms
ORB-SLAM on all of the sequences.

C. Ablation Study

Global Alignment To study the effect of our global align-
ment by rotation averaging, we implement conventional Pose-
Graph with explicit loop closing scheme into our approach. It
is well observed that our global alignment achieves higher ac-
curacy on all sequences, the advantage is especially obvious on
sequences with few or no loops, e.g., fr1 room in Table I and
Seq.01 in Table II. Moreover, our global alignment achieves
significantly better efficiency on sequences when many loops
are present, e.g., Seq.08 in Table II.

Outliers We demonstrate the robustness of our approach to
handle outliers by presenting results with both SIFT [41] and
ORB [50]. Though yielding slightly lower accuracy than that
with SIFT [41], our approach equipped with ORB [50] still
outperforms ORB-SLAM on both efficiency and accuracy.

Modified LM solver We replace our modified LM solver



8

with conventional Dogleg algorithm [52] in local optimization
and achieve better efficiency as shown.

VI. CONCLUSION

In this paper, we propose a hybrid SLAM formulation with
online partitioning to solve the real-time camera pose estima-
tion problem. Our partitioning scheme effectively ensures the
strong connectivity between the cameras and the blocks, such
that the pose estimation accuracy is significantly improved.
With the propagation of intermediate computation values, our
improved Levenberg-Marquardt solver further enhances the
efficiency of local BA. The inter-block dense data association
enables us to introduce single rotation averaging for the
global alignment, as to avoid the high computational costs and
explicit loop closures in conventional global BA frameworks.
Clear outperformances against state-of-the-art monocular sys-
tems with conventional BA further demonstrate the practicality
and robustness of our proposed approach.
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