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ABSTRACT

Ultrasound (US) images have been widely used in the diag-
nosis of breast cancer in particular. While experienced doc-
tors may locate the tumor regions in a US image manually,
it is highly desirable to develop algorithms that automatically
detect the tumor regions in order to assist medical diagno-
sis. In this paper, we propose a novel algorithm for automatic
detection of breast tumors in US images. We formulate the
tumor detection as a two step learning problem: tumor lo-
calization by bounding box and exact boundary delineation.
Specifically, the proposed method uses an AdaBoost classi-
fier on Harr-like features to detect a preliminary set of tumor
regions. The preliminarily detected tumor regions are further
screened with a support vector machine using quantized in-
tensity features. Finally, the random walk segmentation al-
gorithm is performed on the US image to retrieve the bound-
ary of each detected tumor region. The proposed method has
been evaluated on a data set containing 112 breast US im-
ages, including histologically confirmed 80 diseased ones and
32 normal ones. The data set contains one image from each
patient and the patients are from 31 to 75 years old. Experi-
ments demonstrate that the proposed algorithm can automati-
cally detect breast tumors, with their locations and boundary
shapes retrieved with high accuracy.

Index Terms— Ultrasound Image, Breast Tumor Detec-
tion, AdaBoost, Support Vector Machine, Random Walks

1. INTRODUCTION

As one of the most common cancers in women worldwide,
breast cancer accounts for 16% of all female cancers. For in-
stance, it has been estimated that about 519,000 women died
in the year of 2004 due to breast cancer (WHO Global Burden
of Disease, 2004). Since the causes of breast cancer remain
unknown, early tumor detection is crucial to reduce the death
rate. The earlier the cancers are detected, the better treatment
can be provided.

Tumor detection in ultrasound (US) images serves as a

Fig. 1. Examples of breast tumor US images.

key step towards automatic or semi-automatic breast cancer
diagnosis. However, this task is challenging because of sev-
eral facts: tumors often have complicate shapes and appear-
ances; their patterns can largely vary from patient to patient;
US images often are of low contrast and contain noise, speck-
les and/or motion artifacts. Fig. 1 gives examples of tumors
from different patients, where the third image contains a tu-
mor region with relatively clear boundary and uniform shade,
while the first two images contain tumor regions that are not
shaped as clearly or shaded as uniformly.

In this paper, we propose a two-stage approach for au-
tomatic tumor detection and segmentation from US images.
The first stage is automatic tumor detection. For this task, we
use Adaboost plus Haar feature [7] to locate potential tumor
locations and then use a support vector machine (SVM) com-
bined with quantized intensity features for refinement. By this
two-level cascading our method inherits both the efficiency
from the Adaboost+Haar framework and the discriminative
power from the SVM classifier. In the second stage, we ad-
just the random walk based segmentation algorithm [10] by
automatically choosing seeds from the result of the first stage.

The advantage of our method lies in that it is fully au-
tomatic. Furthermore, by combining two powerful learning
tools, it achieves robustness against image noises commonly
existing in US images, and leads to high accuracy of retrieval.
We tested the proposed approach on a data set containing 112
US images.The effectiveness of our method is demonstrated



by the experimental results.

2. RELATED WORK

Given a breast US image, it is crucial for a computer-aided
diagnosis system to detect and segment the tumor regions
for further examination. For this purpose, various algorithms
have been proposed during the past years to detect the bound-
aries of tumor regions in US images. Prevalent algorithms
include those following the active contour model (ACM) or
the level set model which have been applied to US images of
breast [1, 2], cardiopathy [3], prostate [4], thyroid [5] and so
forth. These algorithms start from initial contours and deform
them in an iterative manner to get as close as possible to the
contours of the object contained in the image. However, the
results heavily rely on the initial specification of the object
contours [6].

It is worth pointing out that the above-mentioned tradi-
tional works focus on boundary delineation but not on auto-
matic tumor localization. As such, there are limitations inher-
ent in those techniques: 1) Most of them are semi-automatic
methods and manual labeling of a rough tumor position is
needed. 2) They are likely to get stuck in complex and noisy
US images where tumors may have unclear boundaries.

In the past decade, object detection from visual input has
achieved great progress and has been successfully applied to
tasks such as face detection [7] using machine learning ap-
proaches. Similar approaches have recently been applied to
anatomical structure localization tasks as well [8].

3. METHODOLOGY
3.1. Overview

The proposed breast tumor detection algorithm works in two
stages: tumor localization and tumor boundary delineation.
In the first stage, the AdaBoost classifier using Haar-like fea-
tures is employed to detect a preliminary set, D, of candi-
date rectangular boxes each bounding a potential tumor re-
gion. Afterwards, an SVM classifier using quantized inten-
sity features is employed to divide the candidate set, D, into
two subsets D; and D containing the true and the false tumor
regions, respectively. In the second stage, a foreground (back-
ground) seed is placed at the center of each bounding box in
D, (Dy) and the random walks algorithm is performed on the
US image to obtain the final tumor boundary delineation.

3.2. AdaBoost for Tumor Localization

AdaBoost, first proposed by Yoav Freund and Robert Schapire
[9], is the most efficient ensemble learning method and can
be used in conjunction with many other learning algorithms
to improve their performance. AdaBoost is used not only
for predicting in classification tasks, but also for presenting
self-rated confidence scores which estimate the reliability of
their predictions.

Fig. 2. Feature prototypes of simple Haar-like features.

Let x € R? be a d dimensional input feature vector. Here,
a feature vector is extracted to represent a training sample.
AdaBoost can produce a classifier with better performance
which combines a set of weak classifiers. In the beginning of
the training stage, all the samples are initialized with equal
weights. A distribution of these weights is updated during the
training process. AdaBoost selects weak classifiers repeat-
edly by updating the distribution of these weights. The distri-
bution of weights indicates the importance of samples in the
data set. On each training round, the weight of each incor-
rectly (correctly) classified sample is increased (decreased).
Therefore, the new weak classifier in next round will put more
focus on those incorrectly classified instances.

In general, a learned AdaBoost classifier is denoted as
h(z) : RY — {—1,1} with

h(zx) = sign < Z cih,-(z)) , 1)
1=1...n

where h;(x) and ¢; (1 < i < n) are the weak classifiers and

their associated weights, respectively, as obtained from the

training process.

In our work, we use Haar-like features with AdaBoost as
shown in Fig. 2. Instead of giving a positive or negative la-
bel according to Equation 1, we compute a confidence score
for each image region under examination, which we define as
f(z): R — R with

fl@)= > chi(x). 2)
i=1..n

Denoting the maximum confidence score of all the de-
tected image regions as s)s, we only keep those whose confi-
dence scores are within a threshold, 7, from s,;. This way, we
form a the preliminary candidate set, denoted as D, of tumor
bounding boxes.

3.3. Quantized intensity features with SVM

Due to the challenging nature of tumor detection in US im-
ages, the preliminary candidate set, D, obtained with the Ad-
aBoost classifier often contains false positive regions. Ob-
serving that true and false positive regions have distinct char-
acteristics in terms of contrast and intensity, we distinguish
them based on the probabilistic distribution of pixel intensi-
ties. Specifically, we adaptively quantize the US image based
on the k-means clustering, compute a feature vector for each



candidate region in D and perform SVM classification to the
candidate regions in D accordingly.

For all the pixels, (p1, p2, - - . , Pn), in a US image, we con-
duct k-means clustering to partition the n pixels into £ sets
Ki,Ks,...,K; (k < n)so as to minimize the approxima-
tion error, Zle Dopser, | pi— i ||?, where p; is the mean
value of the pixels in K;. Based on the k-means clustering
result, the US image is quantized to a k intensity level image.

For each candidate region d; (d; € D), we define its fea-
ture vector v; as v; = (t;1,%5,2,...,ti,) Where t; ; (1 < j <
k) is the portion of the pixels in d; with the intensity value of j
after quantization. Based on their feature vectors, we use the
SVM classifier to divide the candidate regions in D into two
subsets, D; and Dy, containing the true and the false positive
regions, respectively, as determined by the algorithm.

3.4. Tumor boundary delineation by Random Walks

We formulate the problem of tumor boundary delineation as
the segmentation of a US image into foreground (tumor) and
background (non-tumor) regions. As a result, the boundary
between the foreground and the background regions gives
the closed boundary (boundaries) of the tumor region(s) con-
tained in the US image.

For the purpose of image segmentation, we use the ran-
dom walk segmentation algorithm [10]. It is based on a
graph for the image with each node corresponding to a pixel
and each edge corresponding to a neighboring pixel pair and
weighted by the similarity between that pixel pair. The algo-
rithm of random walks is given in Algorithm 1 for which we
use the centers of the regions in D; (Dy) as the foreground
(background) seeds. It is worthwhile to point out that we
perform the random walks segmentation to the US images
after quantization as described in Section 3.3.

4. EXPERIMENTAL RESULTS

We experimented using a data set containing 112 breast US
images to test the classification accuracy of the proposed
method. For each of diseased ones with tumor, we also
have an expert-annotated copy to verify the accuracy of the
segmentation.

Four-fold cross validation was employed to evaluate the
performance of our proposed method. In each combination,
we used 84 images with tumor annotations for training and the
rest for testing. In order to learn the AdaBoost classifier, we
generated 2,352 positive samples (Positive samples were gen-
erated by resampling near the annotated tumors, and negative
samples were generated randomly by image decomposition.)
and used 24 haar features. The learned AdaBoost classifier
was obtained with four stages.

In our experiment, the accuracy of our two stages’ clas-
sifier is 87.5%(98/112), the sensitivity is 88.8%(71/80), the
specificity is 84.4%(27/32).

Algorithm 1 Tumor boundary delineation (adjusted from [10])
1: Let p;; be the probability of walking from node ¢ to node j

Wij Wij

bij =
Z(i,k)eE Wik di

2: Let z; be the probability starting at node ¢, of a random walker
reaching the foreground seeds. For foreground seeds : zy = 1,
for background seed : zp, = 0 and x; = Zj pijx; for other
nodes.

3: The transition matrix is defined by P = [pijlnxn = D™ W,
PX = X is solved by X = [x1,22,...,2,]7 except for seed
nodes.

4: It can be proved that the random walk solution is equal to mini-
mize following energy[11]

1 1
§XTLX = 5 Z ’I_U”(:L‘l — I]’)Q
(i,J)EE
st.zp=1,2,=0

5: Set x5 = 0, xp—; and repeat 1-4 to get X, assign pixel point to
foreground if z; > Z;

Visual results of running the proposed breast tumor de-
tection and segmentation algorithm on some test images are
given in Fig. 3 where we see that the detected tumor bound-
aries match well with the expert annotations in most cases.
The results also show that our algorithm can detect multiple
tumors. For the Quantized intensity features, we try different
configurations as listed in Table 1.

Table 1. Experimental results. Parameters (k) and () are for k-
means and random walks respectively.

AdaBoost type discrete | real gentle
Classification Accuracy |93.60% |93.76% | 94.12%
k | 6=50|6=90 |§ =130

2 | 70.7% | 80.2% | 76.7%

Mean overlaprate | 3 | 74.2% | 83.5% | 76.1%
for k = 2..10 4 | 66.5% | 78.6% | 713.4%

5 | 72.0% | 76.5% | 69.5%

6 | 549% | 76.2% | 73.2%

7 | 71.7% | 74.8% | 60.4%

8 | 71.9% | 72.4% | 71.4%

9 |20.1% | 73.0% | 71.4%

10 | 40.9% | 72.5% | 70.0%

5. CONCLUSION

We have investigated using machine learning based methods
for breast tumor detection. Specifically, the AdaBoost classi-
fier was employed to localize the tumor candidates, quantized
intensity features with SVM were utilized to refine the re-
sult set and the random walks algorithm was used for tumor
boundary segmentation. The effectiveness of the proposed
methods was well demonstrated by the experimental results.
In the future, we plan to advance the study by including



(d)

Fig. 3. Steps of tumor detection and segmentation: (a) candidate tumor regions detected by the AdaBoost classifier, (b) k-means-based
image quantization and result set refinement with SVM, (c) random walks segmentation of the quantized image with green (white) points at
the centers of the true (false) positive regions, (d) comparison with expert annotations.

more data and conducting a more thorough study. In addition,
we will explore more advanced classification techniques and
boundary segmentation strategies.
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